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Introduction

In the previous chapter we studied various aspects of the theory of a single R.V. In this
chapter we extend our theory to include two R.V's one for each coordinator axis X and Y

of the XY Plane.
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DEFINITION : Let S be the sample space. Let X = X(S) & Y = Y(S) be two functions
each assigning a real number to each outcome s € S. hen (X, Y) is a two dimensional
random variable.

1 Types of random variables

1. Discrete R.V.’s

2. Continuous R.V.’s

Discrete R.V.’s (Two Dimensional Discrete R.V.’s)

If the possible values of (X, Y) are finite, then (X, Y) is called a two dimensional
discrete R.V. and it can be represented by (xi, y), 1= 1,2,....,m.

In the study of two dimensional discrete R.V.’s we have the following 5 important
terms.

Joint Probability Function (JPF) (or) Joint Probability Mass Function.

Joint Probability Distribution.

Marginal Probability Function of X.

Marginal Probability Function of Y.

Conditional Probability Function.

1.1 Joint Probability Function of discrete R.V.’s X and Y

The function P(X = x;, Y =y;) = P(x, V;) is called the joint probability function for
discrete random variable X and Y is denote by pij.

Note

1. P(X=x;, Y =) = PI(X=x)N(Y = y3)] = py
2. It should satisfies the following conditions

Dpi=Vi ] (i1) 22 py = 1
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1.2 Marginal Probability Function of X

If the joint probability distribution of two random variables X and Y is given then the
marginal probability function of X is given by

P«(x) =pi (marginal probability function of Y)

Conditional Probabilities
The conditional probabilities function of X given'Y =y; is given by

P[X=Xily=yj] pij

PX=x;/Y=yj]= =
P[Y =y;] P,

Theset {o. pil pids 1=1,2:3,..0.4: is called the conditional probability distribu

given Y =y;.
The conditional probability function of Y given X = x; is given by
PIY =yi/X= XJ] Pij
PlY=yi/X=X]=
P[X = Xj] Pi-

Theset Ly Pi /Pl 1= 12,3 is called the conditional probability distribu
given X = X;.

SOLVED PROBLEMS ON MARGINAL DISTRIBUTION
Example:2.1.1

From the following joint distribution of X and Y find the marginal distributions.
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Y 0 1 2
0 3/28 9/28 3/28
1 3/14 3/14 0
2 1/28 0 0
Solution
3\ 0 2 Py(y) = p(Y=y)

0 328 P(0,0) | 3/28 P(2,0) | 15/28 = P,(0)

1 3/14P(0, 1) | 3/14P(1,1) | 6/14=P(1)

2 128 P(02) |0P(22) 1/28 = Py(2)

10/28 =5/14 | 3/28

P(0) Px(2) 1

Px(X) = P(X=x)

The marginal distribution of X
Px(0) =P(X=0)=p(0,0)+ p(0,1)+ p(0,2) = 5/14
Px(1) =P(X=1)=p(1,0)+ p(1,1) + p(1,2) = 15/28
Px(2) =P(X=2)=p(2,0)+p(2,1)+ p(2,2) = 3/28
Marginal probability function of X is

:
i, x:=1)
14
15
P.(x) =4—, x=
x(®) =128
B
28

The marginal distribution of Y
Py(0) =P(Y=0)=p(0,0)+ p(1,0) + p(2,0) = 15/28
Py(1) =P(Y=1)=p(0,1)+p(2,1) + p(1,1)=3/7
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Py(2) =P(Y=2)=p(0,2)+p(1,2) + p(2,2) = 1/28
Marginal probability function of Y is

&
= =1
TR
3
By =42, e
v (Y) - Yy
1
ol =
28" 7

3 CONTINUOUS RANDOM VARIABLES

 Two dimensional continuous R.V.’s

If (X, Y) can take all the values in a region R in the XY plans then (X, Y) is called
two-dimensional continuous random variable.

. Joint probability density function :
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(i) fxv(xy) 205 (ii) | [ fiy(x,y)dydx =1

e Joint probability distribution function
F(x,y) =P[X=x, Y <y]

X

= ] { f f(x,y)dx}dy

e Marginal probability density function
fix) = fx(x) = j fx’y(x,y)dy (Marginal pdf of X)

fly) = fv(x) = [ £, (x,y)dy (Marginal pdfofY)
e Conditional probability density function
() P(Y =y /X =x)=f(yix) :%, f(x)>0
X

(i) PX=x/Y=y)=f(x/y) =25 £5)50
f(y)
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Example :2.3.1

2

§(2x+3y), Dx <

Show that the function f(x,y)=
0 otherwi
i1s a joint density function of X and Y.
Solution
We know that if f{x,y) satisfies the conditions
(i) £(x,y)=0 (i) [ [ f(x,y)=1, then fixy) is a jdf

—o0 —00

2
—— ) §(2x+3y), Qicx<l, O<y<l

0 otherwise
(i) f(x,y)=01in the given interval 0 <(x,y) <1

(i) T ]0 f(x,y)dxdy= H%(2X+3y)dxdy
—a0 —00 00

Since f{x,y) satisfies the two conditions it 1s a j.d.f
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Examp\leu:,2.3.2
The j.d.f of the random variables X and Y 1s given

8xy, O<x<l, O<y<x
f(x,y)= .

0, otherwise
Find (1) fx(x) (1) fy(y) (1) fy/x)
Solution

We know that
(1) The marginal pdf of *X” is

fx(x)=fix)= [ f(x,y)dy = ]8xy dy = 4x’
—0 0
f(x)=4x>,0<x <1
(11) The marginal pdf of Y is
o0 1
fr(y)=fy)= [ f(x,y)dy = [8xydy = 4y
—0 0

f(y)=4y,0<y<a
(111) We know that

f
f(y/x) . JGY)
f(x)
=8X—Z = 2},/,0<y<x,0<x<1
4x X
Result
Marginal pdf g Marginal pdfy F(y/x)
4x°, 0<x<I1 4y, O<y<x 2}:,O<y< x: (el
)

4 REGRESSION

* Line of regression

The line of regression of X on Y is given by
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* Line of regression
The line of regression of X on Y is given by

X—X= r.ﬂ(y—y)
oX
The line of regression of Y on X is given by
y—§ = r.gy—(x—;)
oX
* Angle between two lines of Regression.

2
-1 0,0,

tanO=
r G.,+0,
X y

* Regression coefficient
Regression coefficients of Y on X

2 =p,,
oX

Regression coefficient of X and Y
GX

I.— =Dbyy

oy

.. Correlation coefficient r = + bxv X bvx

Example:2.4.1
1. From the following data, find

(i) The two regression equation
(i1) The coefficient of correlation between the marks in Economic and Statistics.

(iii) The most likely marks in statistics when marks in Economic are 30.
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Marks in Economics | 25 [ 28 |35 |32 |31 |36 (29 | 38 | 34 | 32
Marks in Statistics 40 [ 46 149 |41 |36 |32 |31 (303339

Solution

X |Y | X-X=X-32|X-Y=Y-38 | (X-X) | (Y-Y) |(X-K)
25 |43 |-7 5 49 25 -35
28 |46 |-4 8 16 64 -32
35 |4 3 11 9 121 33
32 [41 |0 3 0 9 0
31 |36 -1 2 1 4 2
36 (32 |4 -6 16 36 -24
29 |31 (-3 -7 09 49 +21
38 [30 |6 -8 36 64 -48
34 (33 |2 -5 4 23 -48
32 (39 |0 1 0 1 100
320 (380 | O 0 140 398 -93
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Heie XX 320 3 ay-2Y 380

Coefficient of regression of Y on X 1s
_ZX=XNY=<Y) =93
Y (X-X)? 140
Coefficient of regressionof X on Y 1s
_2X=X)Y=Y) =83
Y(Y-Y) 398
Equation of the line of regression of X and Y is
X-X = by (Y-Y)
X-32 =-0.2337 (y- 38)
X =-0.2337y+0.2337 x 38 + 32
X =-0.2337y + 40.8806
Equation of the line of regression of Y on X is
Y-Y = byx(X=X)
Y -38 -0.6643 (x— 32)
-0.6643 x + 38 + 0.6643 x 32

=-0.6642 x + 59.2576
Coefficient of Correlation

=38

=—0.6643

YX

=—0.2337

XY

¥

Coefficient of Correlation
& = byxx bxy

=-0.6643 x (-0.2337)
r =(.1552

r =+4/0.1552
r = +4/0.394

Now we have to find the most likely mark, in statistics (Y) when marks in econor
y =-0.6643 x + 59.2575

Put x = 30, we get
y =-0.6643 x 30 + 59.2536
= 39.3286
Y 39
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5 COVARIANCE

Def : If X and Y are random variables, then Covariance between X and Y is defined as
Cov (X,Y) = E(XY)-E(X).E(Y)
Cov(X,Y) =0 [If X &Y are independent]

6 CORRELATION

Types of Correlation

Positive Correlation

(If two variables deviate in same direction)

Negative Correlation

(If two variables constantly deviate in opposite direction)

I KARL-PEARSON’S COEFFICIENT OF
CORRELATION

Correlation coefficient between two random variables X and Y usually denoted by r(X,
Y) is a numerical measure of linear relationship between them and is defined as
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_Cov(X,Y)
Lo PPCe 19

r(X,Y)

Where Cov (X, Y) = lZXY—X
n
> J »

Gx \)
n n
* Limits of correlation coefficient
-1<r<l.

X & Y independent, .. r(X,Y)=0.
Note :Types of correlation based on r’.

Values of ‘1’ Correlation 1s said to be
r=1 perfect and positive
O<r<l positive

-1<r<0 negative

r=0 Uncorrelated

SOLVED PROBLEMS ON CORRELATION
Example :2.6.1

Calculated the correlation coefficient for the following heights of fathers X and their sons

Y
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X 65 66 67 67 68 69 70 72

& 67 68 65 68 72 72 69 71

Solution

X Y U=X-68 V=Y-68 uv I V2

65 |67 |-3 -1 3 9

66 |68 |-2 0 0 4

67 |65 |-1 -3 3 1

67 |68 |-1 0 0 1

68 |72 |0 4 0 0 16

69 |72 |1 4 4 1 16

70 |69 |2 1 2 4

79 |7 |4 3 12 16 9
>U=0 >V=0 YUV=24YU*=36 T V*=52

Now

2020-2021 14 Jeppiaar Institute of Technology




MAB8402-PQT Department of CSE
Now
n 8
n 8
Cov (X, Y)=Cov (U, V)
ZUV _5v=-2 _g=3 (1)
n 8
oy 2U —UQ:,/3—6—0 =2.121 2)
n 8
G, :JZV A [P0 = DS (3)
n 8
Rt R 6, s o0 B
G Oy 2.121 x 2.345
= 0.6031 (by 1,2, 3)
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Example :2.6.2
Let X be a random variable with pdf f(x)= %,—1 <x

Y = x%, find the correlation coefficient between X and Y.

Solution

E(X) = [ xf(x) dx

E(XY) = E(XX?)

. © x* ]
= E(X°) =[x’ f(x) dx = (TJ ={)
o s
E(XY) =0
.'.r(X, Y) — p(X’ Y) — M = 0
GxOy

p=0.
Note : E(X) and E(XY) are equal to zero, noted not find o, &o,.

8 TRANSFORMS OF TWO DIMENSIONAL RANDOM
VARIABLE

Formula:
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Formula:

a0

f,(u) = j f, (u,v)dv

o0

& fo(u) = j f,,(u,v)du

. o(x,
fiy(u, V) =fxv(x»Y)‘ x y)‘
o(u,v)

Example : 1
[f the joint pdf of (X, Y) is given by f,,(x, y) = x+y, 0 <x, y < 1, find the pdi

Solution
Given fo(x,y)=x+y
Given U=XY
Let V=Y
x=2 & y=V

A%

2020-2021 17 Jeppiaar Institute of Technology
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o (1)

2|

2P 2[R

o
du

=== (2)
The joint p.d.f (u, v) is given by
£.wy)  =f, (Y]

1
=(x+¥)—
V]

1({u
=—|—+u (3)
V(v )

The range of V :

Since0<y<Il,wehave 0<V<I1 (..V=y)
The range of u :
Given 0<x<Il

= OSES
v
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u

=% 0 < — <
\%
= O<u<y
Hence the p.d.f. of (u, v) is given by
|
£ (u,v) :—(ij, 0<u<v,0<v<l
viv
Now

£,(u) = £, (u,v)dv

Sfu(u)=2(1-u),0<u<

p.d.fof(u, v) p.dfofu=XY
1(u _
f (uv)=—|—+v fu(u)=2(1-u),0<u<l
ViV
O0<u<v,0<v<l

TUTORIAL QUESTIONS

1. The jpdf of r.v X and Y is given by f(x,y)=3(x+y),0<x<1,0<y<l,x+y<l and O
otherwise. Find the marginal pdf of X and Y and ii) Cov(X,Y).

2. Obtain the correlation coefficient for the following data:
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X:68 64 75 50 64 80 75 40 55 64

Y:62 58 68 45 81 60 48 48 50 70

3.The two lines of regression are 8X-10Y+66=0, 4X-18Y-214=0.The variance of x is 9
find i) The mean value of x and y. ii) Correlation coefficient between x and .

4.1f X1,X2,...Xn are Poisson variates with parameter A=2, use the central limit theorem
to find P(120<Sn<160) where Sn=X1+X2+...Xn and n=75.

5. 1f the joint probability density function of a two dimensional random variable (X,Y) is

given by f(x, y) = x+ :
0<x<1,0<y<2= 0, elsewhere Find Q) P(X>1/2)(ii) P(Y<X)
and (i)

P(Y<1/2] X<1/2).

6. Two random variables X and Y have joint density Find Cov (X,Y).

7. If the equations of the two lines of regression of y on x and x on y are respectively 7x-
16y+9=0; 5y-4x-3=0, calculate the coefficient of correlation.

WORKEDOUT EXAMPLES

Example 1
The j.d.f of the random variables X and Y is given
f(x,y)= 8xy, 0 <x<1,0y<x

otherwise 0,

Find (i) £X(x) (ii) fY(y) (iii) f(y/x)
Solution

We know that
(1) The marginal pdf of ‘X’ is
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500 =10 = ] F(xy)dy = Bxydy = 4’
f(x)=4x,0<x <1

(11) The marginal pdf of Y’ is
() = f1y) = | F(x.y)dy = [8xydy = 4y
f(y)=4y, 0 <-; <

(111) We know that

f(x,y)
f(y/x) = f(x})l

:—SL}; = 2),/,O<y<x,0<x<l
4x X

2020-2021 21 Jeppiaar Institute of Technology
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Example 2

Let X be a random variable with p.df f(x)=%,—l

Y = x°, find the correlation coefficient between X and Y.

Solution

E(X) = [ xf(x)dx

5 x1
- ;(x_) :1(1_1):0
5 2 2\ 2 ), 2\2 72
E(X) =0
E(Y) = [ x*f(x) dx

. 1(x*) 7. i i85 3
4 2\..3 e 203 31 23 3
E(XY) = E(XX?)
= E(X°) = [ X f(x) dx= (XT) =0
% oy
E(XY) =0
o r(X, Y) = p(X’ Y) = M — O
5
p=0.
Note : E(X) and E(XY) are equal to zero, noted not find o.&o,.
Result
Marginal pdf g Marginal pdfy F(y/x)
4x°, 0<x<I 4y, O<y<x 2)2/ JO<yex, <xg!
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