REGULATION :2017 ACADEMIC YEAR : 2019-2020

MA8402 PROBABILITY AND QUEUING THEORY LTPC
4004
OBJECTIVES:
e To provide necessary basic concepts in probability and random processes for applications

such as random signals, linear systems in communication engineering.

e To understand the basic concepts of probability, one and two dimensiona
and to introduce some standard distributions applicable to engineering
real life phenomenon.

e To understand the basic concepts of random processes which are widely used i
e To understand the concept of correlation and spectral densities.
e To understand the significance of linear systems with random inputs.

aye‘s theorem - Discrete and
continuous random variables — Moments — Mayg nctions — Binomial, Poisson,

Geometric, Uniform, Exponential and Normal djs @

distributions, ~Covariance — Correlation and linear
s,— Central limit theorem (for independent and

Joint distributions — Marginal and
regression — Transformation of
identically distributed random

UNIT 11l RANDOM PR

Classification — Stationary proces

telegraph proces /

UNIT IV QUEUEINGMODELS 12
Markovian gqueues — Birth and Death processes — Single and multiple server queueing models —
Little™s formula — Queues with finite waiting rooms — Queues with impatient customers: Balking and
reneging.

arkov process - Markov chain - Poisson process — Random

UNIT V ADVANCED QUEUEING MODELS 12
Finite source models — M/G/1 queue — PollaczekKhinchin formula — M/D/1 and M/EK/1 as special
cases — Series queues — Open Jackson networks.

TOTAL :60 PERIODS

OUTCOMES:
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Upon successful completion of the course, students should be able to:

e Understand the fundamental knowledge of the concepts of probability and have knowledge of
standard distributions which can describe real life phenomenon.

e Understand the basic concepts of one and two dimensional random variables and apply in
engineering applications.
Apply the concept random processes in engineering disciplines.

e Understand and apply the concept of correlation and spectral densities.
The students will have an exposure of various distribution functions and help in acquiring
skills in handling situations involving more than one variable. Able to analyze the response of
random inputs to linear time invariant systems.

TEXT BOOKS:

1. Ibe, O.C.," Fundamentals of Applied Probability and Random Processes ", 1st |

Elsevier, 2007.

Reprint,

2. Peebles, P.Z., "Probability, Random Variables and Random Signal Principl€S , Tata McGraw Hill,

4th Edition, New Delhi, 2002.
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ems of Probability, Random Variables and
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2. Hwei Hsu, "Schaum‘s Outline of Theg
Random Processes ", Tata McGraw Hill & @

and Random Processes with Applications to Signal
dition, 2002.
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Subject Code:MA8402 Year/Semester: 11 /03
Subject Name: Probability &Queuing Theory Subject Handler: Dr. Shenbaga Ezhil

UNIT | -PROBABILITY & RANDOM VARIABLES

Probability — Axioms of probability — Conditional probability — Baye‘s theorem - Discrete and
Moments — Moment generating functions — Binomial, Poisson, Geometric, Uniform, Exponenti

yuous random variables —
prmal distributions.

PART *A

Q.No

Questions

Find the probability of a card drawn at random form an ordi ack, isydiamond. BTL2

Total number of ways of getting 1 card = 52
Number of ways of getting 1 diamond card is 13
- Number of favourable event
Pr obability = -
Number of exhaustive ev

_18_1
52 4

A bag contains 7 white, 6 red and ack bal wpo balls are drawn at random. Find the probability that
they both will be white.BTL2

Total balls = 18
From these 18 balls 2 balls can be nin 18C, ways
of drav(g 2Dalls = 153 —ceeeeceee (1)

from 7 white balls in 7C, ways.

Total number of
2 White ballsgan be dr
Therefor be favourable cases = 21

No.,of favourable events

Probability of dgawing white balls =
Total no., of cases

__7
153 51

Write the axioms of probability.BTL1
Let S be a sample space. To each event A, there is a real number P(A) satisfying the following axioms.

Q) For any event A, P(A)>0
(i) P(S) =1
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(i) If A LA, ..., A, are finite number of disjoint events of S then
P(AAUA, UA U..)=P(A)+P(A,)+P(A)+...

,P(K):%, Find P(A/B). BTL2

A and B are events such that P(Au B)=% ; P(AnB) =%

P(AUB)=P(A)+P(B)-P(ANB)

3 1 1
Z :§+P(B)—Z
2
_ 2.1
P(K/B):P(AmB): P(B)-P(AnB) 3 4 _5
P(B) P(B) 2 8
3

Define Baye’s theorem.BTL1

) 4

eventSwith P(A)=0 for [ = 1,2,...n. Let ‘B’ be an

Let A ,A,,...,A,be ‘n” mutually exclusive and

N
event such that B<| JA ,P(B) =0 then P(#
= ZP( i LRB/A)

013,@gr/May 2017) BTLL

Define Random variable. (Nov/

assigns a real number X(S) to every element seS where ‘S’ is the
experiment E.

A random variable ig#a functign t
sample space corresp@nding toznd

otherwise

JIT-JEPPIAAR/CSE/Dr.S.Shenbaga Ezhil/IlYr/SEM 04/MA8402/PROBABILITY AND QUEUING THEORY /UNIT 4-5/QB+Keys/verd 4




REGULATION :2017 ACADEMIC YEAR : 2019-2020

636 +36)
=+ 2+ =]+
33 33 33

o0 -3 252 -

x=0

Since Zp(x) =1, the given function P(x) is a legitimate probability mass fu n discrete random

variable ‘X’.

A random variable X has the following probability function.
X=x |0 1 2 3 4 5 m)&? 8
P(X) a 3a 5a 7a %a 11a (}Ba 15a 17a

Find the value of ‘a’. BTL5

> P(x)=1
a+3a+b5a+7a+9a+1la+13a+15a+17
1
8

If the random variable X takes the Values 1,2,3 and 4nsuch that 2P[X=1] = 3P[X=2] = P[X=3] = 5P[X=4].
Find the probability gis ibuty( Dec 2016)BTL3

Let P[X=3] = k

=1]=

2
k

p[X =2]=§

5P[X=4] =k = p[X =4] :%

We know that > P(x)=1

E+5+k+5=1:>gk=1:>k=§
2 3 5 30 61
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The probability distribution of X is given by

X 1 2 3 4
P(X) 15 10 30 6
61 61 61 61
%; x=0
Find the variance of the discrete random variable X with the probability mass function P.(X)= 2
—X=2
3
(Nov/Dec2015 , Nov/Dec 2015)BTL3
The probability distribution of X given by
X 0 2
W12
10 3 3
E[X]=ZxP(x)=(0)(1j+(2)(gj=0+f:f )X
3 3 3
2 2 2 1 2 2
E[X*]=2 x*P(x)=(0) (§j+(2) (—
VarX =E[X *]-(E[X])* =
0 X<2
. 1( . . 1
Test whether the f ion defined as follows a density function ? f (x)= E(3 +2X) 2<x<4 BTL4
0 X>4
1 x2 )
11 x=—|3(x); +2| =
18 2 ),
—i[3(4— 2)+ (16—4)]—i(18)—1
18 18
Hence the given function is a density function.
12 Show that the function f(x)= {(e) B 00 is a probability density function of a random variable X.BTL5
X <
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If(x) dx:Te‘X dx = [-e ] =—[0-1]=1

Hence the given function is a density function.

Assume that X is a continuous random variable with the probability density function

3(2x x) O<x<?2

f(x)= . Find P(X>1). BTL3
0 otherwise
13 B 2\2 3\2
2§(2x—x2 )dx:E o X | | X
4 4 2 ) 3 ),
PIX >1=| L
1 3 8 1 1
=2l4-D=|2==1|==
4_( )— (

A random variable X is known to have a distributive funct X)= u e ’bJ b>0 is a constant.
Determine density function. BTL 3
f(0=F. ()= luol-e ")
dx
14 5
:u(x)(exz”’(— ij j+u

—x%/b

2
== xu(x)e
5 Xu®)

2

X
if F(0="3~1<X<2js the PDRS the

15 1 9 'y
If(x)dx:jx—dx: =—{f=0]==
0 3 o 9 9
. : : 3x* 0<x<1 _,
m variable X has probability density function f(x)= ~ Find ‘K’ such
16 0 otherwise
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1
= [ f(x)dx=05
k
©3x2dx=0.5
=]
P[X>k] =05 ¥

T
:3[?} =0.5 =1-k*=0.5

k

1
= k*=1-0.5=0.5=k=(0.5): =0.7937

:Xx<0

The cumulative distribution function of the random variable X is given +% ;0<x< % Find

1
;OX> =
2
17 1
P[X >Z]' BTL3
P[X > 1}:1— P[X < 1}:1— FFJ:l{
4 4 4
Find the moment generating functio
The P.M.F of Binomial distributj
M, ()= e"p(x) =
18 /:Z”:nqu"‘x(pe‘)X
x=0
=nC,q"(pe'f' + nc,q™*(pe! | + nc, nC,q™°(pe' ' g™ 2(pe' f +...+nC,q""(pe')
n n— n— 2 n n
=q" +nC,q 1(pet)+nCZq 2(pet) +...+(pet) :(q+ pe‘)
The mean & WVariance of Binomial distribution are 5 and 4. Determine the distribution.(Apr/May
19 2015)BTL4

Given: Mean= np =5, variance = npq =4
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4 1
—1_qg=1-T-=
p q 575

The P.M.F of the binomial distribution is

P[X =x]=nC,p*q"™ x=012,..n

P[X = x]:25CX[%j (g} , Xx=012,...,25

Balls are tossed at random into 50 boxes. Find the expected ber of tosses required to get the first ball
in the fourth box. (Apr/May 2017)BTL3

1
20 Let probability of success be P =
According to Geometric distribution,
1
Expected number of tosses to get the fi li fourth box = E[X]:B: 50
A random variable is uniformly distribu between'|3/and 15. Find the variance of X. (Nov/Dec
2015)BTL3
2
Var X :—(b -a)
21. 12
2
_(15-37 144 4 5 /
Messages oard in a poisson manner at an average rate of six per hour. Find the
probabilj essages arrive within one hour. (Apr/May 2018)BTL3
Mean=1=6p
22. -2 -6 nX
PX = x]= e /e 6
X! X!
—6n2
P[X =2]=° 2|6 ~0.0446
o3 | Find the moment generating function of Poisson distribution. (Nov/Dec 2014, Apr/May 2015)BTL2
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-1 19X
PX =x]= 22

,Xx=0,12,... A>0

) . efﬂ./fix ~ 0 /Iet X
The P.M.F of Poisson distribution is =Zet o =€ 12( x)
x=0 . x=0
t
e {Jze) (de")
il
_e%eze‘
: : (2¢' +1) .
Let X be a random variable with M.G.F M (t)=———"—. Find i variance. (May/June
2016)BTL3
t t
M (t):(1+2e )4: 1+2e 1+2£
81 3 3 3
24. 2 1
Comparing the M.G.F of Binomial distribution , M + pe’ )/, we have p= 3 =§, n=4
Mean =np= 4@) 8
Hence
Variance=npg=
If X and Y are independent ran ariables with variance 2 and 3. Find the variance of 3X+4Y.
(May/June 2014) BT
25. Given : Vaf(x)
Var(a
Var(@X+
If f(x)= ¢ is the p.d.f of a random variable X. Find ‘¢’.BTL5
0 Isewhere
I cxe “dx=1
26. .
0
c[<0>—(0—1)]=1
c=1
PART *B
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A random variable X has the following probability distribution

X=x -2 -1 0 1 2 3
P(X=x) 0.1 K 0.2 2k 0.3 3k
Find (i)The value of ‘k’
(i) Evaluate P(X>2) and P(-2<X<2)
(iif)Find the cumulative distributation of X
(iv) Evaluate the mean of X(8M)(May/June 2010, Nov/Dec 2011, Nov/Dec 2017)
Answer:Page: 1.80-Dr.A. Singaravelu
e Total Probability > P(x)=1
e CD.FF()=P(X<x)=>p(t)
e Mean E(x) =) xP(x) h '\;
o E(X)=D xP(X)
o VarX =E(X?)-[E(X)[
. )
. (2M)
. 0717, F(0)= 0.37, F(1)=0.5, F(2)= 0.8, F(3)=1. (3M)
. (2M)
A random v following probability function
X 1 2 3 4 5 6 7
P(x) 0 K 2k 2k 3k K2 2k? 7K2+K
Find (i) the value of ‘k’

(ii) Evaluate P[L.5< X <4.5/X > 2]

(iii)  The smallest value of A1 for which P[X Si]>%(8M)(Nov/De02012,May/June 2012,
May/June 2014, A/M 2015) BTL5
Answer:Page: 1.74-Dr.A.Singaravelu
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e Total Probability > P(x)=1
e CD.FF(X)=P(X<x)=>p()

t<x

e Mean E(x) =) xP(x)
o E(X)=D x*P(X)
o VarX =E(X?)-[E(X)[

e Valueof k = i (2M)
10

PL5<X<45nX>2]_5 (3M)
=

P[L5< X <45/X >2]=

P(X >2)
e The minimum value of 4 =4. (3m) w
If the probability mass function of a random variable X is given by P(X%¥T)=Kr’r=1,2,3,4 Find the value
of ‘k’, P(% <X< g/ X >1j, mean and variance of X. (8M)(Ap 15BTL5

Answer:Page: 1.24- Dr.G. Balaji

e Total Probability 3" P(x)=1 )\’
e C.D.FF(x)=P(X <x)=>p(t)

e Mean E(x) =) xP(x) 7

o E(X)=D x*P(X)

e VarX E(XZ)[Ex

e Value of 100 (2m)
P(;<X<20X>1) g
e P X X >1j: =—. (3M)
P(X >1) 99
e Mean E(X)=3.54, Var(X)= 0.4684. (3M)

If the moments of a random variable ‘X’ are defined by E(X") =0.6; r=1,2,3,... Show that P(X=0)=0.4,
p(x=1)=0.6, P(X22)=0pgT 5

Answer: Page: 1.70-Dr.G. Balaji

« M ()= E(e‘x)=ietxp(x)
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. M@ i—l

r

e M () =i% i =04+(0.6)"

x=0 '-

e ButM. ()= E(e"‘)=ie‘xp(x)= 0(0) + €' p(1)+e% p(2) . (3M)

e Comparing P(X=0) = 0.4, P(X=1)=0.6. (3M)

e P(X>2)=0. (2M)

A continuous random variable X that can assume any value between x=2 and x=5 has a density function
f(x) = k(1+x). Find P[X<4]. (8M) (Nov/Dec 2012, Apr/May 201

Answer: Page: 1.88- Dr.A.Singaravelu

e Total probababllltyjf(x)dx l:jk(l+|%)\’

o Thevalueoszi.
27
¢ 16
o P[X <4]=|f(X)dx==—=. 3M
[X <4]=] 1 (=27 ) (3M)
ax ,0<x<1
. . .. a 1<x<2 .
s random variable X is given by f(x)= Find the
3a—ax,2<x<3
0 ,otherwise

:>jfaxdx +iadx +i(3a—ax) dx =1(1M)
0 2

e Value of a=0.5. (1Y)

e Forc.d.f, If x<0, F(x)=0. (1IM)
2

o If O£x£1,F(x):XI. (1M)
X 1

1<x<2,F(X)=—=-=. 2M

. W=7 (2m)

x> 3 5
2<x<3,F(x)= —7+§x—z ,For x>3, F(x)=1. (2M)
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A continuous random variable ‘X’ has the density function f(x) given by . f (X)= , —0 < X <ooFind

1+x?
the value of ‘k’ and the cumulative distribution of ‘X’.(8M) (Nov/Dec 2014, Apr/May 2018) BTL5

Answer: Page: 1.123- Dr. A. Singaravelu

s} 1
k
f(X)dx=1=> dx=1. 2M
. L() !HZ (2m)
o Thevalueoszl. (2M)
T

o Thecdfis FO)=[" f(dx=]" 1(1 1X2jdle{tan—lx+ ﬂ (
- e\ 1+ T

Let ‘X’ be the random variable that denotes the outcome of the roll of a fair die? pute the mean and
variance of ‘X’.(8M)(Apr/May 2018) BTL4

Answer : Page: 1.177- Dr. A. Singaravelu

. P(X:i):%,izl,Z,...ﬁ. (1M)
. Mx(t):ie"P(X:i):%[et+e2t+...+e6‘].

. E(x):[MX'(t)lO:; 2

. .E(x2)=[|v|x"(t)1_o=%1. 2M)

e Var(X)=E(X?)-[E(X ) (1M)
,0<x<1

2—-x1<x<2 .Find the mean , variance, moment generating
0 ,otherwise

e Mean E(X)=Txf(x)dx=l. (2M)
2 _Oo 2 _Z
o E(X )__ij f(x)dx—6. (2M)

e Var(X)=E(X?)-[E(X)[ :% am
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X -x/2

—e ,X>0
Find the M.G.F of the random variable X having the probability density function f(x)=<4 g

0 ,elsewhere

(8M) (May/June2012, May/June 2014) BTL5
Answer: Page:1.74-Dr. G. Balaji

K 1
e M, (t)=E[e*]= e X g2 dgx = . (M)
(t)=E[e"] j A TR
t ! t2 ' 3 !
o M, (O)=1+—p +—p, +— 5 +... (am)
10 1 2! 3
t t? t?
J MX(t):1+ﬁ(4)+§(24)+§(192)+"' (2M)
. ,u1' = coefficient of ;—1:4. (1M)
' tz
o u, =coefficient of 5:24. (1M)
’ t3-
o u, =coefficient of 5:192. (1
’ t4
o u, =coefficient of 5:1920.
Find the MGF of the Binomial distrijpution‘@rdhence find:the mean and variance. (8M)(Apr/May 2011,
May/June2014)BTL2
Answer : Page: 1.190- Dr. A.
e P(X)=nC,p*q"™* , x=012, (IM)
L. pet} (2m)
. (t)} —np. 2M)
t=0
. =n’p®+npq. (2M)
. (IM)
Derive Poisson distribution form Binomial distribution. (8M)(Nov/Dec 2014, Nov/Dec 2017)BTL2
Answer : Page: 1.219 — Dr. A. Singaravelu
The Binomial distribution becomes Poisson distribution under the following conditions (2M)
12 e The number of trials is very large

e The probability of success is very small
e nNp=4
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e P(X =x)=lim nC,p"q™ = im (1—1/n)(1—2/n)...(l—(x—1)/n)/1x(1—/1/n). (4M)
Ao e X! (L-A/n)
-4 19X
.« P(x=x=°" (2M)
X!

It is known that the probability of an item produced by a certain machine will be defective is 0.05. If the

produced items are sent to the market in packets of 20, find the number of packets containing atleast,
exactly and atmost 2 defective items in a consignment of 1000packets using binomial and Poisson
distribution.(8M) (Nov/Dec 2017) BTL5

Answer : Page: 1.116 — Dr. GBalaji

Probability of Binomial Distribution P(X = x)=nC, p*q"™

-1 19X
Probability of Poisson Distribution P(X =Xx)= € Xﬁ
13 Binomial Distribution
e Number of packets containing atleast 2 defective =264. (2M)
e Number of packets containing exactly 2 def . (1IM)
e Number of packets containing atmost 2 defe =925. (1M)
Poisson Distribution
e Number of packets containing atlea (2M)
e Number of packets containing (AM)
e Number of packets containi (AM)
The number of monthly breakdowsof @ computer is a random variable having a Poisson distribution
with mean equal to 1#8~Find bability that this computer will function for a month (1)without a
breakdown, (2)wi ly one ¥reakdown and (3)with atleast one breakdown(8M) (Nov/Dec 2017) BTL5
. A. Singaravelu
. e X
14 son Distfibution P(X =x)= v
breakdown) = P(X=0) = 0.1653. (2M)
one breakdown) = P(X=1)=0.2975. (2M)
e P(with atleast 1 breakdown)=P(X >1)=1-P(X <1)=0.8347. (4M)
State and prove the Memoryless property of Geometric distribution.(8M)( Nov/Dec2015, May/June 2016)
BTL1
Answer : Page: 1.254- Dr. A. Singaravelu
15

Probability of Geometric distribution P(X=x) = g*p , x=1,2,...

P[X >m+nn X >m]

e P[X>m+n/X>m]= PIX ]
>m

. (2M)
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o P[X>K] = g (4M)
PIX>m+n] _ .

e P[X>m+n/X>m]=
P[X >m]

(2M)

16

If the probability that an applicant for a driver’s license will pass the road test on any given trial is 0.8,
what is the probability that he will finally pass the test (a) on the fourth trial , (b) in fewer than 4 trials.
(8M) (May/June2015) BTL5

Answer : Page: 1.137- Dr. G. Balaji

Probability of Geometric distribution P(X=x) = g*p , x=1,2,...

e P(on the fourth trial) = P(X=4) = 0.0064. (4M)
e P(fewer than 4 trials) = P(X<4) = 0.992.  (4M)

17

endent and the probability
dd number of tosses is
.5 that an odd number of

A coin is tossed until the first head occurs. Assuming that the tosses a
of a head occurring is ‘p’, find the value of ‘p’ so that the probabilit
required, is equal to 0.6. Can you find a value of ‘p’ so that the probability is
tosses is required? (8M)(Nov/Dec 2010, Nov/Dec 2016) BTL4

Answer : Page: 1.135- Dr. G. Balaji
Probability of Geometric distribution P(X=x) = q**p 2,1
1
0.

e P[X=odd number of tosses] 1+ q )

2
e gq=2<p=1-q==. 1M
q=3.P )

(3M)

e 0=1,p=0. (AM)

18

Determine the enerating function of Uniform distribution in (a,b) and hence find the mean and
variance. (8 17, Apr/May 2018)BTL2

,a<Xx<b

1
The probability fanction of Uniform distribution is f(x)=<b-a
0

,otherwise

tx [ tx ebt_eat
e M, (t)=E[e ]=£e f(x)dx=(t(b—_a)). (3M)

e Mean E(X)=j‘x f(x)dx:bLza. (2M)
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b 2 2
. E(X2)=Ix2f(x)dx:w. M)

. Var(X):%. (1M)

Suppose ‘X’ has an exponential distribution with mean=10, Determine the value of ‘x’ such that
P(X<x)=0.95. (8M) (Nov/Dec 2015, Apr/May 2017)BTL5

Answer : Page: 1.143- P. SivaramakrishnaDass

. . e e x>0
The probability function of exponential distribution is f(x)= )
19 0 ,otherwise
1 1
e Mean=—=10=>1=—. (2M)
A 10
o P(X<x)= 1-P(X>x) =0.95. (2M)
o 1-e10=095= x=29.96.(4M) %
The time in hours required to repair a machine is d&(ributed with perimeter A = % :
(i) What is the probability that the repai exceeds 2h
(ii) What is the conditional probdb pair takes atleast 10h given that its duration
exceeds 9h? (8M) (May/Ju 0v/Dec2016, Nov/Dec 2017)BTL3
Answer : Page: 1.274- Dr. A. Sin
—JX >
20 The probability function of expon tionis f(x)= e, x20 )
0 ,otherwise
e P(the repai (éh) P(X > 2)=J%ex’2dx (2M)
2
e P(X (2M)
. P(X%u10/ —P(X >1)= J%ex’zdx. 2M)
1
e P(X21 >9)=0.6065. (2M)
In a test 2000 electric bulbs, it was found that the life of a particular make, was normally distributed with
an average life of 2040 hours and S.D. of 60 hours. Estimate the number of bulbs likely to burn for
(i)more than 2150 hours, (ii)less than 1950 hours and (iii) more than 1920 hours but less than 2160 hours.
(8M) (Nov/Dec 2017)BTL5
21
Answer: Page:1.293 -A. Singaravelu
7= XH
(o2
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P(more than 2150 hrs) = P(X>2150) =P(z > 1.833) = 0.5-P(0 < z < 1.833) = 0.0336. (2M)

[ ]

e The number of bulbs expected to burn for more than 2150hrs = 2000 x 0.0336 = 67. (am)

e P(Less than 1950 hrs) = P(X< 1950) = P(z< -1.5) = 0.5 — P(0< z< 1.5) = 0.0668. (2M)

e The number of bulbs expected to burn for less than 1950hrs = 2000 x 0.0668 = 134. (AM)

e P(more than 1920 hrs but less than 2160 hrs) = P(1920 <X < 2160) = P(-2 < z < 2) = 0.9546.(1M)
e The number of bulbs = 2000 x 0.9546 = 1909. (AM)

In a normal distribution 31% of the items are under 45 and 8% are over 64. Find the mean and variance
of the distribution. (8M) (Nov/Dec 2012, Nov/Dec 2015)BTL5

Answer:Page: 1.295- A. Singaravelu

Y Z — M
22 o
o 45— =-049c. (2M)
e P(Z>Z1)=0.80rP(0<Z<Z)=0.42. (1M)
e Fromtables, Z> = 1.40. (AM)
e 64-u=1400. (2M)
e Solving, 0 =10, =50. (2M)
The contents of urns I, 11, 111 are as follows: y
1 white, 2 red and 3 black balls
2 white, 3 red and 1 black balls and
3 white, 1 red and 2 black balls.
are/drawn. They happen to be white and red. What is the
TL5
mutuawxc sive and exhaustive events with P(A)=0 for I = 1,2,...n. Let ‘B’ be an
23

> P(A).P(BIA)

1
* P(§)=P(E2)=P(Es) =3 (1M)
o P(AVE) - S P(AE,) - TR P(AVE,) TR M)
6C, 15 6C, 15 6C, 15
e P(E,/ A= (E)-PATE,) =1_61

> P(E,).P(A/E,)
E (2M)
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P(E,).P(A/E;) _3

> P(E).P(A/E)

e P(E,/A)=

(2M)
e P(ELA) = 1- P(E2/A) - P(Es/A) = % (IM)

UNIT Il - TWO - DIMENSIONAL RANDOM VARIABL

Joint distributions — Marginal and conditional distributions — Covariance — elation angyhnear regression
— Transformation of random variables — Central limit theorem (for indepen identically distributed
random variables).
PART *A j
Q.No Questigns
State the basic properties of joint distributi X5 Why X and Y are random variables.

(May/June 2014)BTL1
Properties of joint distribution of (X,Y) are

(i) F[-oo,y]=0=F[x,—o0]
1. (i) Pla<X <b,Y <y]=F

2 X
1 3k 4k
2 5k 6k

We have >°> p(x,y)=1
Therefore, 3k + 4k + 5k + 6k =1
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18 k=1 k:i.
18

The joint probability density function of the random variables (X,Y) is given by
f(x,y)=kxye ) x>0,y >0. Find the value of ‘K’. (Apr/May 2015)BTL5

j j f(x,y)dkxdy=1

TTkxye(Xz*yz) dxdy=1
00
kT ye‘y2 dyoj2 xe ™ dx =1
0 0
kT ye‘yzdyTe‘t %:1
0 0

gTye‘yz [e] ay=1
0 0

g'[ ye V' [0+1py =1
0

oty Q ;

0
k _t _
We have Z[_e ]:_1
E[0+1] =1 =k=
4
i )( ,0<x<1,0<y<1isto be a density function, find the value
¢ 2017)BTL5
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Hf(x, y)dxdy=1

Jl'j.c(l—x)(l—y)dxdyzl
cjl.(l— y)dyj.(l— x)dx=1
PRA IS
i
c'l_i}[l_l}zl
2 2

(@]

o
1T
N |~
| E—
1
N
| I
Il
H

| (@)
[EEN
| IN—|
[N
U
o
SN

The joint pdf of (X,Y) is f,,(x,y)=xy’ +— 0<x Fmd P(X<Y). (May/June 2013,
Apr/May 2017)BTL5

IT - JEPPIAAR
3
+-—1d
s
+ i(l_O):ﬁ
96 480

,0<x,y<2

If the jointipdf of (X,Y) is

1
f(x,y)=14 .
) g . Find P[X +Y <1]BTL5

,otherwise
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P[X +Y s1]=ﬂy(%jdxdy :%j(x);ydy

Find the marginal density function of X and Y if f(X,y)= E(X+y

X,y<1
y (Nov/Dec

0
2012)BTL5
Marginal density function of X is
L6, . 6 vT e[ 1
fX(x):jf(x, y)dy:'([g(x+y )dyzg{xy+?l=g x+§
Marginal density function of Y is
fy(y)zjf(x,y)dx=ig(x+ yZ)dy:g X > _+y2} 0<y<1

n “of the random variable X and Y is

marginal PDF of X and Y. (Nov/Dec 2016)BTL5

0

The joint probability density” funchi
-5y
F(xy) = 25e ,0<x<0 O.Find
0 ,othe
Marginal density function of X

-5y ®©
f(0=[f( 25e‘5ydy:25{e 5} =—5[0-1]=5 0<x<0.2

> o

ina sity fuhction of Y is

02
f, (y):f f(% y)dx = Iz5e—sde225€—5y [X]g.z _ a5 [0_2 B O] _5e% y>0
0

If X and Y are independent random variables having the joint density function

f (X, y)=%(6—x—y),0< X<2, 2<y<4.Find P[X+Y<3]. BTL5
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3

PX +Y < 3]:%'? _[y(G— X — y)dx dy
= %1(6 - y)(x)—x—;}:y dy = %JI(ﬁ ~y)Y3-y)- € _Zy)z }dy

—lj.{18—9 + 2—3(3— ) |d
“s) y+y --8-y _y

2 3 2 -3

2 3 373
:[18y_9y_+y__l(3—)')

d2

9 27 1 9 8 1
{18_£+E_l}i
2 3 6] 24

; 4xy ,0<x<1, 0<y<1
Let X and Y be random variables with joint ity fanctionf (x,y) = X X . y
0 ,otherwise

Find E[XY].BTL5

E[XY] :”xyf(x, y)dxdy= ﬂ'xy Q
=4ix2dxj. y2dy

10
1 1
x? 4
][ -5,

Let X and,Y{be o-dimensional random variable. Define covariance of (X,Y). If X and Y are

indepe the covariance of (X,Y)? (May/June 2016)BTL2

Co ,Y) is defined as
11

Cov(X,Y) — E[X]E[Y]

If X and Y are independent, then Cov(X,Y) =0.
Xy 0<x<4,1<y<5b

Two random variables X and Y have the joint pdf f(x,y)={96 ' =y . Find

12 0 ;otherwise

Cov(X,Y). (May/June 2016)BTL5
Cov(X,Y) = E[XY] — E[X]E[Y]
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E[X]=[ [x f(xy)dxdy = ﬁx( )dxdy_—jydij dx

SIS
eIy 1)y [y 22 jdxdy— Jyay]x
= :i{qs{x—zy =516[125—1][16] = %

9%| 3 || 2|

E[XY]:”xy f (x,y)dxdy =”x>{%)dxdy :%J.yzdyj.x2 dx
Afyfle] - 1 248
= [ H } =—_[125-1]64]= >

13

96| 3 3|, 864
- Cov(X,Y)= 248 1831 =0
27 3] 9
Let X and Y be any two rand ria ,b be constants. Prove that

Cov(aX,bY)=abCov(X,Y).BTL5
Cov(X,Y) = E[XY] -E[X]E[Y]
Cov(aX,bY)= E[aXbY] — E[aX]
=ab E[XY] -a
=ab[E[XY] —E[X]E[Y]]
= abCov(X,Y)

14

2+3E[X]+2(E[X])?3E[X]
= 2(E[XY-E[X])?) = -2Var X

15

If X1 has mean 4 and variance 9 while X2 has mean -2 and variance 5 and the two are
independent , find Var(2X1+X»-5).BTL3

E[X]=4 , E[X2] =-2
Var[X1] =9, Var[Xz] =5
Var(2X1+X2-5) = 4 VarX; + VarXz
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= 4(9) +5=41.

16

If X and Y are independent random variables then show that E[Y/X] = E[Y] ,E[X/Y] = E[X].
(Nov/Dec 2016)BTL5
f(xy)

EIY/X|[=]|y.
[v/x]=]y—~ =
Since X and Y are independent,

E[YIX]=Iy-Wdy=Iy.f<y)dy —E[Y]

dy

F(%,y)
E|X/Y|=| x——4d
DY I= g e

Since X and Y are independent,

E[X /Y]=Ix.%dx=.[x. f (x)dx = E[X]

17

015, Apr/May 2018)BTL3

X=X=r2x(y-y) ———————-

Oy

. . o
Slope of line (1) is m, =r—~

JX
Slope of line (2) is m, =
ro,
If @is the acute angle between theltwo lines, then

_ (1_ r2)O-xay

ocl+ol o +0?)

18

The regression equations are 3x + 2y = 26 and 6x + y = 31. Find the correlation coefficient

between X and Y. BTL5
Let 3x + 2y = 26 be the regression equation of Y on X.
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Therefore, 2y=-3x+26 = y:—gx+%.

The regression coefficient b, = —g
Let 6x+ y = 31 be the regression equation of X on'Y.
31

Therefore, 6x=—y+31 = x:_%erE

. . 1
The regression coefficient b,, = 5
Hence, correlation coefficient ryy is given by

r, ==/b, xb, =+ /[_73}(%1}:1 \E:i 0.5

=-0.5, since both the regression coefficients are negative.

19

The two regression equations of two random variables X,and Y are 4 — 5y +33 = 0 and
20x — 9y =107. Find the mean values of X and Y. (Nov/D BTL
Replace x and y as X and y, we have
4Xx -5y=-33 —————— @
20x -9y =107 —————— 2

20

respectively, explain your answer.
Since the signs of regression co

21

If X has an exponential di

y="x=x=y
Since

2ydy = 2y

'ﬁstribution with parameter 1, the pdf of X is given by,
[f(x)=4e,1=1]

22

State Central limit theorem.BTL1
If Xq, Xz, ...,Xh,... be a sequence of independent identically distributed random variables with

E(X,)=uand Var(X,)=0c", i=1,2,... and if Sp = X1 + Xz + ... + Xy, then under certain general
conditions, Sn follows a normal distribution with mean nz and variance noas n — o

23

X+Yy,0<xy<1
0 ,elsewhere

If X and Y have joint pdf of f(x, y):{ . Check whether X and Y are

independent.BTL4
The marginal function of X is
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1 2! 1
f(x):j(x+ y)dy= xy+y— =X+—, 0<x<1
0 2 0 2
The marginal function of Y is
1 X2 ! 1
f(y)=|(x+y)dx=| —+ =y+—, O<y<1
(v) ! (x+Y) [2 y} Y+, 0<y

1 1 1 1
Now, f(x).f(y)=(x+§j[y+5)=xy+z(x+ y)+Z¢ X+y= f(Xx,y)

Hence X and Y are not independent.

24

Assume that the random variables X and Y have the probability densit n f(x,y). What is
E[E[X/Y]]? (Apr/May 2017)BTL5

elx /Y]] [EX /Y]t (ay

~ [ [xfxryaxt(yay

—00—00

:TTxf(x/y) f (y)dxdy E ,
_ TXT f (x,y)dydydx Q

:Txf(x)dx: E(X)

om variables X and Y. BTL1
ensional  continuous random  variables such that

Define the joint density f
If (X)) i

+d_2y}=f(x, y)dxdy, then f(x,y) is called the joint pdf of

25 following conditions
Part*B
f of (X,Y) is given by P(x,y) = k(2x + 3y), x=0,1,2 ; y = 1,2,3. Find all the marginal
nal probability distributions. Also, find the probability distribution of (X+Y).
(10M) (Nov/Dec 2014, Nov/Dec 2015) BTL5
Answer: Pg. 2.8 — Dr. A. Singaravelu
1
k=—. 1M
1 . = (1M)
18 24 30
Marginal distribution of X: P(X =0)==—,P(X =1)=—,P(X =2)=— (1M
» Marg (X=0)="2,P(X =D)="" P(X =2)=—> (IM)
15 24 33
Marginal distribution of Y: P(Y =1)=—,P(Y =2)=—,P(Y =3)=— (1M
» Marg (Y =D=_2 P(Y =2)=20 P(Y =3)=20 (M)
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e Conditional distribution of X given Y: P[X =x,/Y = y,]= % % % (1M)
115
PIX=x/Y=y,|==,=,— M
o PX=x/Y=y]=230 (1M)
9 113
PIX=x/Y=y,|=—,=,=— M
o PIX=x/Y=y]-mZo5 (1M)
e Conditional distribution of Y given X: P[Y =y, / X =x,]= % %% (1IM)
5111
PIY=y. /X =x|=—,=,—.
* [ yl 1] 24 3 24 )
7 113
Y=y./X= —,=,—.
* [ y| 2] 30 3 30
e Total probability distribution of X+Y is 1.
The two dimensional random variable (X,Y) has the joint pmf f (X, ,x=012;y=012
Find the conditional distribution of Y for X=x. (8M) (No 17)
Answer : Pg. 2.13 - Dr. A. Singaravelu
. o 9 12
e Marginal distribution of X: P(X =0)5 = P(X = 2)——7 (AM)
(M)
M)

(2M)

(2M)

without replacement from a box containing 2 white, 3 red and

e number of white balls drawn and Y denote the number of red balls drawn.
1 3 1 1

e P(X%0Y 0):—1,P(X:O,Yzl):ﬂ,P(X:O,Y:2):7,P(X:O,Y:3):8—4 (3M)
1 2 1

. P(X:l,Y:O)z?,P(X =1Y =1):7,P(X :1,\(:2):E (3M)

e P(X=2Y=0)= 11 P(X =2)Y =1)= 218 (2M)

The joint pdf of the random variable (X,Y) is given by f(x,y)= nye:(xzﬂz), x>0,y >0. Find the
value of ‘K’ and also prove that X and Y are independent. (8M) (Apr/May 2015)BTL5
Answer : Pg. 2.25 — Dr.A. Singaravelu
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e Marginal density function of X : f (x)= j f(x,y)dy

e Marginal density function ofY: f(y)= j f(x, y)dx

e XandY are independent if f(x,y) = f(x). f(y)

[ ]
O =8

[ kxye ™ axay=1 =K =4. 2M)

0

e Marginal density function of X : f (x)=j nye:(xz+y2)dy:2xe‘xz . (2M)
0

e Marginal density function of Y : f(y):j'nye:(xzﬂ’z)dx:Zye‘yz )

0

o f(X). f(y) = 2xe‘x2.2ye‘y2 :4xye:(xz+y2)= f(xy). (2M)
Given f, (x,y)=Cx(x—y),0<x<2,—x<y<x and 0 elsewhére. {@)Evaluate C; (b)Find f«(x) ;
() fy,x(¥) (d)Find fy(y).(8M) (May, June 20 y. e20 TL5

Answer : Pg. 2.40 — Dr. A. Singaravelu
. Hf(x,y)dxdy:l
e Marginal density functign of Xy f (X)=IT (x, y)dy
e Marginal density N ()= f f (X, y)dx

2 X
o H X ydx=1:>C=1. (1M)
0 8
X3
° (X—y)dy=I,0<x<2. (2M)
f(xy)_x-y
° £(x) = N y—X<Y<X. (2M)
1 , 1y 5
Zx(x—y)dx,if —2<y<0 ==—-L 4+ =y°
-|;8 ( y) y 3 4+28y
e f,(y)= 24 1y 1 (3M)
Zx(x—y)dx,if 0sy<2 ==—-L 4+ —y3
{8 (=) y 3 4 287
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The joint pdf of (X)Y) is given by f(xy)=e*0<xy<w. Are X and Y
independent.(8M)(Nov/Dec 2015, Apr/May 2018) BTL4
Answer :Page:2.28 — Dr. A. Singaravelu

e Marginal density function of X : f (x)= j f(x,y)dy

Marginal density function ofY: f (y)= j f(x, y)dx

X and Y are independent if f(x,y) = f(x). f(y)

f(x)= j e Ny=e™*, (3M)
0

f(y) =je“x+y)dx=e‘y . (3M)
0

o fO)f(y)=erer=e " =f(xy). (M) N
The joint p.df of a two dimensional andox/ar' le (X)Y) is given by
P /

2
o2 X 1 1
f(x,y)=xy +E,O£x£2,0£y£1 1 Ej i) P[Y<5/X >1j’

. Comp

(i) Px<), (iv) PX*Y <Dy (A 9617) BTLS

(2M)

(2M)

Let X and Y have j.d.f f(x,y) = k, 0<x<y<2, Find the marginal pdf. Find the conditional density
functions.(8M) (Nov/Dec 2016, Nov/Dec 2017) BTL5
Answer : Pg. 2.33 — Dr. A. Singaravelu

o TTf(x, y)dxdy=1

—00—00

e Marginal density function of X : f (x)= I f (x,y)dy
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e Marginal density function ofY: f(y)= j f(x, y)dx

e The conditional density function of X given Y: f (X /y):%
y

e The conditional density function of Y given X: f(Y/X)= fx.y)

f(x)

2y 1
. ”kdxdy=1:>k=—. (2M)
00 2
. f(x)=j'1dy:£(2—x),0<x<l (2M)
127 2

y
J f(y):'[%dx=%,0<y<2
0

e f(X/Y)=1o0<x<y
y

f(Y/X):rlX,X<y<2

If the joint distribution function of
the marginal density function
P(1<X<3/1<Y<2). (8M) (Apr.
Answer :Pg. 2.50 — Dr. A. St

9 J (2m)
. (2M)
. seXe V= = f(x,y). (2M)
o PLIX<31<Y< 2):(1;_52}(1;_;) . (2M)
Find the co-efficient of correlation between X and Y from the data given below.(8M) (May 2016) BTL5
X 65 66 67 67 68 69 70 72
10 Y 67 68 65 68 72 72 69 71

Answer : Page: 2.71- Dr. A. Singaravelu

X:QZ%:%

. n 8 (Im)
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DY 552
V=& -2%_69
n 8 (1M)

— 1 2 _y2 _

. Oy = /HZX -XE 22121 o
— 1 2 2 _

. o,= /EZY Y2 =2345 o

r(x,¥)=SV) 66031 (2M)

X 'O-y

Let X and Y be discrete random variables with pdf f(x,y)= 2,3;y=12. Find

2(X,Y)(8M) BTL5
Answer : Pg. 2.78- Dr. A. Singaravelu

. E(X):fo(x):;—i

. EM=Xyf)-2

. E(Xz):szf(x)zﬁ
21
11 57
« E()=2y W=7
e VarX=c?=E(X?)-[E(X
e VarY=c;=E(Y?)-
o E(XY)=Dxyf(xy
e r1(X,Y)
If the joifit pdf of is given by f(Xx,y)=x+Yy,0<x,y<1. Find p, .(8 M) (May/June 2014)
BT
Answe age 9 —Dr. A. Singaravelu
1
. f(x):J.(x+y)dy:x+21,O<x<1 (1M)
0
1
12 . f(y)=I(x+y)dx:y+21,0<y<1 (1M)
0
i 1 7
. E(X)zjxf(x)dx=£x(x+§jdx=ﬁ (1M)
p 1 7
o E(Y)=|yf(y)dy= = ldy=— 1M
()=[y f(y)dy !y(y+2j V=15 (1M)
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. E(x2)=jx2f(x)dx=%,Eofz):jyzf(y)dy:% (1M)
2 2y 2_£ _ 2 AN 2_£
e VarX=c?=E(X?)-[E(X)] _144,VarY_ay_E(Y) [E(V)] =T (1M)
e Cov(X,Y) = E(XY) — E(X). E(Y):ﬁ (1M)
° r(X,Y)zwz__l
0,0, 11

4ax
Two independent random variables X and Y are defined by, f (x)={0

4by,0<y<1
f(y)={ YP=Y=2 ghow that U=X + Y and V=X — Y are ypcorrelatet

0 ,otherwise

2013) BTL4
Answer : Page: 2.105 - Dr. A. Singaravelu

13 . jf(x)dx=1:>a=%;Jl‘f(y)dy=1:>b=%(1M)
. E(U)=E(X)+E(Y)=§+§=%. )\(
. E(\/):E(X)—E(Y):g %:o.
e EUV)=E(X?)-E(Y?)=1 ‘ (2M
). =0. “JIM)
ing joint pdf f(x, y)=%(6—x—y), 0<x<2, 2<y<4. Find
(ImM)
6—x—y)dy:%
14 0 (1M)
o E( :jxf(x)dx:% am
o EM=[yty=7 o
e E(X)=[x*f(x)dx=1 am

25
o E(Y?)=|y? f(y)dy="="
(v*)=[y* f(y)dy=" am
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. E(XY)=”xf(x)dx=Z
3 (awm
, 11, 11
==, oZ="2(1M
% =36 % T3 M)
rxy:Cov(X,Y):_l (1M)
0,0, 11

The two lines of regression are 8x — 10y +66 = 0; 40x -18y -214 = 0. The variance of ‘x’ is 9. Find
th4e mean values of ‘x’ and ‘y’. Also find the correlation coefficient between ‘x’ and ‘y’.(8 M)
(Apr/May 2015, May/June 2016) BTL4

Answer: Page : 2.129 — Dr.A. Singaravelu

o Xx=13,y=17
e From first equation X = % y—% =b,, =% : (2m)
15 e From the second equation y= 40, 214 by, _40 (1M)
18 18 18
e Correlation coefficient r=1.66which is not less than
e Now, From first equation y = 8 X+ 56 =
10 10
. 18
e From the second equation X= 0 y—
e Correlation coefficient r=+0.6 (2Mm)
If the pdf of a two dimensional ran able (X7Y) isgiven by f(x,y)=x+y,;0<(x,y) <1,
Find the pdf of U=XY.(8 M) ( ay , Nov/Dec 2017) BTL4

16

Answer : Page : 2.156 — DE.A. ravel

e Take u=xyand v=y.

ax
= (2M)
oy \Y
v
“1+2. (3M)
\'}

17

Let (X,Y) be a two-dimensional non-negative continuous random variable having the joint
4xye’( , X, y2>0

density f(x,y)=
y ) {O ,elsewhere

(May/June 2016, Apr/May 2018) BTL5
Answer : Page : 2.179 — Dr.A. Singaravelu

e Take U =x*+y*,v=X

x2+y2>

. Find the density function of U =+X?+Y?. (8 M)
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oX OX
_ oY) _Jou av|__ U
J_a(U,V) Y Jurov (M
ou ov
o f(UV)=|I|f(xy)=duve™ . (3M)

. f(u):j.<4uve‘“2)jv:2u3e‘“2 . (3M)

If X and Y are independent random variables with pdf e™,x>0;e™” espectively. Find

the density function of U = and V=X + Y. Are X and Y indepe ’ (Nov/Dec

X+Y
2013, Apr/May 2017, Nov/Dec 2017) BTL5
Answer : Page : 2.176- Dr. A. Singaravelu

e Take U = X
X

andvV=X + Y.
+Y
oX OX
_oY) _lau av|_
TR YA e \(

18
ou ov
o f(uV)=[J|f(xy)=ve™. )
. f(u):j(ve‘v)dv=1 )
0
o f(v)=[(ve")u= )
0
e f(u).f(v)=1l.ve"’ =v (am)
If X1, X2, ..., X Poisson iables with parameter A =2, use the central limit theorem to
Sn< 16 here Sp = X1+ X2+ ...+X,h and n=75. (8M) BTL5
-Dr.A. Singaravelu
50.. (IM)
-30
19 . IS, =120,2=—— . (2M
" N (2M)
10
e IfS 2160,z2=—~— . (2M)

e P(120<S, <160)=P(-2.45<S, <0.85)= P(—2.45<S, <0)+ P(0<S,<0.85)=0.7866 . (3M)

UNIT 11l — Random Proccesses
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Classification — Stationary process — Markov process - Markov chain - Poisson process — Random telegraph process.

PART *A

Q.No

Questions

Define a random process and give an example. (May/June 2016) BTL1
A random process is a collection of random variables {X(s,t)} that are functions of a real variable, namely time

L1 < where se S (Sample space) and t e T (Parameter set or index set).
Example: X (t)=Acos(wt+@)where @isuniformly distributed in (0,27), where ‘A’ @’ are constants.
State the two types of stochastic processes.BTL1
2 | The four types of stochastic processes are Discrete random sequence, Continuo uence, Discrete
random process and Continuous random process.
Define Stationary process with an example.(May/June 2016) BTL1
3 If certain probability distribution or averages do not depend on ‘t’, then process {X(t)} is called
stationary process.
Example: A Bernoulli process is a stationary process as the joint p ility distgibution is independent of time.
Define first Stationary process.(Nov/Dec 2015) BTL1
4 A random process {X(t)} is said to be a first order station (t)]: A4 1S @ constant.
Define strict sense and wide sense stationary process. May 2017, Nov/Dec 2017) BTL1
A random process is called a strict sense station strongly stationary process if all its finite
dimensional distributions are invariant under t j ime parameter.
5 A random process is called wide sense sta jance stationary process if its mean is a constant and
auto correlation depends only on the tim
S : sin zt ,if head shows _. i
In the fair coin experiment we d ows X(t)= L Find E[X(t)] and find
2t ,if tail shows
F(x,t) for t = 0.25. (Nov/Dec
P[X (t)=sin m]:% , P[X t)=2t]=1
=sin zt| = |+ 2t 1 :lsin m+t
2 2) 2
1 1
7(0.25) |= P{X (0.25)=—} ==
6 | V2l 2

17 1
= P[X(t):ﬂ:E

0 ,x<0
1 1 1
F(X,t)=1= ,=<Xx<—=
2 '2 J2
1 ,xzi
2
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Prove that a first order stationary random process has a constant mean. (Apr/May 2011) BTL3
f[X(t)] = f[X(t+h)] as the process is stationary.

E[X(t)]:IX(t) f[X(t+h)]d(t+h)
t+h=u=d(t+h)=du

7| Pput = [ X () f[X (u)]du
=E[X(u)]
Therefore, E[X(t+h)] = E[X(1)]
Therefore, E[X(t)] is independent of ‘t’.
Therefore , E[X(t)] is a constant.
What is a Markov process. Give an example.(Nov/Dec 2014, Apr/May 2015, 2016,Apr/May 2018)
BTL1
Markov process is one in which the future value is independent of the past i resent value.

8 (ie.,)A random process X(t) is said to be a Markov process every to< ti< tr <.ty
P{X(t,) <X, X(t, ) =X 10 X(E, ) =X, 5 1oy X (t) =Xy } =>P{X(t,) < X, / .} . Example: Poisson
process is a Markov process. Therefore, number of arrivals in (@) is a Poisson process and hence a Markov
process.

Define Markov chain. When it is called homogengo
(Apr/May 2010) BTL1
o Ifvn,P[X, =a,/X =a,X, ,=a,.
=0,1,2,... is called a Markov chain.
9 e In a Markov chain if the os
independent of the step ‘n’. (i

10

X(t) is indepen number of occurrences of the event in any interval prior and after the interval (0,t)
The provability thatithe event occurs a specified number of times in (to, tott) depends only on ‘t’, but not on ‘to’.
State any two properties of Poisson process. (Nov/Dec 2015, Apr/May 2018) BTL1
e The Poisson process is a Markov process
11 e Sum of two different Poisson process is a Poisson process
e Difference of two different Poisson process is not a Poisson process
If the customers arrive at a bank according to a Poisson process with mean rate 2 per minute, find the
12 | probability that during a 1-minute interval no customers arrive. (Apr/May 2017) BTL3

Mean arrival rate = 1=2
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. . . e ™ (ar)"
The probability of Poisson process is P[X (t) = n]=—I
n!

PLX(t) =0]= =e?=0.1353.

e?(2)°
0!

13

Prove that the sur-n of two independent Poisson process is a Poisson process.(Nov/Dec 2012, Apr/May 2015,
Apr/May 2017) BTL5
Let X (t)=[X,(t)+ X, ()]
E[X O1=E[X, )+ X, ()]=E[X, () ]+ E[X, ()]
=2t + 25t =(A + 2, )

EDX@=E[X, )+ X,0F = E[X.* 1)+ 2X,0X, () + X,* ()]

= [x.2 J+ 260X, ]E[X, 0]+ E[x 2 ()]

= 27+ LU+ 2(A)(A0) + A2 + At

= (21+lz)2t2 +(ﬂ1+ﬂz)t

Therefore X(t)= [X O+ X (t)]ls a Poisson process.

14

Prove that the sum of two independent Poisson process is |ssovrocess BTL5
Let X (t)=[X,(t)- X,(1)]

E[X ©]=E[X, () +-X,()]=E[X, () ]-E[X, (t)
=2t = At =(A = A, )
E[X? (]=E[X, )~ X,OF = E[X, () t)+ X2 0)
= E[X12 (t) ]_ZE[Xl(t)]E

= 217+ At 2(At) (At
=(4-4 ) t* +(ﬂq+ﬂz)t

—

2t2

15

Given 4 =% per :%x 60 =12 per hour

e—lt (ﬂt)n

The probability law of Poisson process is P[X (t) =n]= |
n!

P[X (1) :12]:% =0.1144

16

Define Semi- Random telegram signal process. (Apr/May 2015) BTL1
If N(t) represents the number of occurrences of a specified event in (0,t) and X(t) = (-1)N®, then {X(t)} is called

a semi-random telegraph signal process.
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17

Define Random telegraph process. BTL1

A random telegraph process is a discrete random process X(t) satisfying the following conditions:
e X(t) assumes only one of the two possible values 1 or -1 at any time ‘t’, randomly

e X(0) = 1 or -1 with equal probability %-.

e The number of level transitions or flips, N(z), from one value to another occurring in any interval of
length zis a Poisson process with rate Aso that the probability of exactly ‘r’ transitions is

P[N(r) = r]=ew§#, r=012,..

18

Write the properties of Random telegraph process. BTL1

o P[X(t)=1]= % = P[X(t)=-1] foranyt>0

e E[X()] =0and Var[X()] =1
e X(t) isa WSS process

19

Consider the random process X(t)=cos(t+¢) where ¢ is a rand
1

" with density function
f (@) = _E< ¢<% . Check whether or not the process is statigpary.BTL

E[X(®)]= [ X(®) f(#)dg

= Tcos(t+¢)£d¢ Q
Tz d )’

12
=;J‘

Therefore E[X(t) a constant. Hence X(t) is not stationary.

Find the transiti

20

probability matrix of the process represented by the transition diagram. (Apr/May

2011) BTL3

0.5
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1104 05 01
2/03 03 04
3/03 0.2 05

0 1
If the tpm of the markov chain is {1 1}, find the steady-state distribution of the chain. BTL5

2 2
0 1
Given:P=|1 1

2 2
Let the steady- state probability distribution be 7z = (7r1 72'2)We have

21
1 1
22 0 1)0 1) |= =
A1 1)1 1)-2 2
2 2)\2 2 - =
4
Since all the entries of A”are positive , ‘A’ is regular.
What is the autocorrelation function of the Poisson process. Is Poisson process stationary? BTL2
—At n
23 Let X(t) be a Poisson process then P[X(t) = n]=ﬂ n=0,1,2,...
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Autocorrelation function R (t,,t,)=A’t,t, + A min {t,,t,}
Since R (t,,t,) is not a function of time difference ti-t,, Poisson process is not stationary.

24

When is a Random process said to be evolutionary. Give an example. (Apr/May 2015) (BTL1)
A random process that is not stationary at any sense is called evolutionary process.
Semi-random telegraph signal process is an example of evolutionary random process.

25

Define irreducible Markov chain and state Chapman-Kolmogorov theorem. BTL1
A Markov chain is said to be irreducible if every state can be reached from every other state, where pi(j”) >0

for some ‘n’ and for all ‘i’ and ‘j’.
If ‘P’ is the tpm of a homogeneous Markov chain, then the n-step tpm P™ is equal to P".

(ie.) [P =[R].

Part*B
The process {X(t)} whose probability distribution under certaipn conditionsys given by,
at)"™ E
pix=ni= @) 1o
{ ( ) } (1+ a.t)n+1
1+at

Show that it is not stationary(evolutionary). (8 ec 20147 Nov/Dec 2016, Apr/May 2018) BTL5

1| Answer: Page: 3.33 -Dr. A. Singaravelu
S 1
o EX®)[=)>np,=0+(1 + +. .4 =1. 3M
x®l=2ne, O Oy (3M)
e E[X°®]=dn2P = 2at . (3M)
n=0 n=0,
e Var[X()]=E[X*()]-E[ nstant. (2M)
If the random process X(t) takes, the value -1 with probability %and takes the value 1 with probability %
find whether X(t) i tiona&rocess or not. (6M)(Apr/May 2017) BTL4
Answer:Page: Balaji
Xtz
P 1
2 1
. Snp,=1em
1 3
1
e E[X?*M)]=)n’P =1 (2M)
n=-1
o Var[X(t)]=E[X?(t)]-E[X ()] :g = constant. (2M)
Show that the process X (t)= Acos(wt+8)where A, o are constants, @is uniformly distributed in (-7, z)is
3 | wide sense stationary. (8M) (May/June 2016, Nov/Dec 2016) BTL5

Answer:Page: 3.15-Dr. A. Singaravelu
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. E[X(t)]=TX(t) f(0)do= TAcos(wt+6’)2id6’=O=constant (2M)
o Ryt t+ :S: E[X(t)X (t+ ;;]: E[Acos(wt + 0). Acos(w(t +7) + 0)] (1M)

o E[Acos(wt+6) Acos(w(t+7) + 9)]=A72 {E(cos w7)+ E[cos (2wt + 20 + w7)]}  (2M)
o E[cos(2at + 26+ wr)]=0(2M)

2
e Ry (t,t+r)=A?coswr =a function of . (1M)

Show that the process X (t)= Acos(wt+8)where A, o are constants, @is uni distributed in (0,27 )is
WSS. (8M) (Nov/Dec 2017) BTL5
Answer:Page: 3.24-Dr. G. Balaji

. EIXOI= X f(0)do- TAcos(wt ; e)zidez 0= constant )
o Ry l(t,t+ :5: E[X t)X (t + 7)|=E[Acos(wt + 6). Acos(w (bt 7) + 6)] (1M)
o E[Acos(wt+6) Acos(w(t+7) + 9)]:%2 {E(cos wz}+ Ec +or)]} (2M)

o E[cos(2at + 26+ wr)]=0(2M)

2
e Ry (t,t+f):A7COSa)T =a function of (1M)

Show that the process X (t)=AcosAt+ Bsi sense stationary of order 2. A and B are random

If X(t)=AcosAt+Bsin At,t>0 ess where A and B are independent N(O,O'Z) random

) (Apr/May 2015, Apr/May 2017) BTL5
Answer:Page: 3.13-Dr. A. Singa

o E{X(t)}=E{AcosAt+Bsin
)X (t #r)|@E{{Acos At +Bsin At[AcosA(t+7)+Bsin A(t+7)}  (2M)

o Ryl(t,t+7 05 At Cos A(t +7) +sin Atsin A(t +z)]=K? cos Az (4M)

that X(t) is wi
Answer:Page: 3.

tationary. (8M) (Nov/Dec 2015, Apr/May 2017, Apr/May 2018) BTL5
Dr. G. Balaji

e E[A]= P(A)=0 (1M)
e E[B]=) B P(B)=0 (1M)
o E[A]=) A"P(A)=2 (1m)
e E[B’]=)'B’P(B)=2 (1m)

e E[X(t)]=E[Y cost+Zsint]=0=constant (2M)
o Ry (t,t+7)=E[X({)X(t+7)]=E[(Y cost,+Zsint, )Y cost, +Zsint,)|=2cos7 (2M)

JIT-JEPPIAAR/CSE/Dr.S.Shenbaga Ezhil/IlYr/SEM 04/MA8402/PROBABILITY AND QUEUING THEORY /UNIT 4-5/QB+Keys/ver4 3




REGULATION :2017 ACADEMIC YEAR : 2019-2020

The transition probability matrix of a Markov chain {Xn}, n=1,2,... having 3 states 1,2 and 3 is
0.1 05 04

P=[06 0.2 0.2|and the initial distribution is P® =(0.7 0.2 0.1). Find (i) P{X,=3} and (ii)
03 04 03

P{X,=2,X,=3X,=3,X,=2}.

Answer:Page: 3.60-Dr. A. Singaravelu

0.1 05 04
e PY=pP9p=J0.7 02 01]{06 02 02|=[0.22 043 0.35] (2M)
0.3 04 03
0.1 05 04
e P@—-pWp-J0.22 043 0.35]|06 0.2 0.2|=[0.385 0.336 Q.279]
03 04 03
e P{X,=3}=0.279 (1M)

e P{X,=2X,=3X,=3,X,=2}=PL PLPL P[X, =2]= 0% (3M)

A man either drives a car or catches a train to office e ay. Hénever goes 2 days in a row by train but if
he drives one day, then the next day he is just a i driv@pagain as he is to travel by train. Now

' iy die and drive to work if and only if a 6
e long run and (ii) The probability that he
av/Dec 2017) BTL4

appeared. Find (i) The probability that he drlves
takes a train on the third day. (8M) (May/J
Answer:Page: 3.71-Dr. A. Singaravelu

0 10
If {Xn; n=1,2,3...} e a Markov chain on the space S={1,2,3} with one-step 1 0 % .Sketch the transition
1 00
diagram. Is the chain irreducible? Explain. Is the chain ergodic? Explain. (8M) (May/June 2013, Nov/Dec
2014) BTL4
Answer:Page:3.141-Dr. G. Balaji
e P'=PP=P.P=P? (IM)
e P°=PP=P2P=P°=P (1M)

e 1tstate PP >0,P¥>0,P¥>0..=d =GCD(246,...)=2 (IM)
o 2WstateR? >0,R%¥ >0,R¥ >0..=d =GCD(2,46,.)=2 (IM)
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o 3Ystate P >0,PY>0,P¥>0..=d =GCD(246,...)=2  (1IM)
e The states are aperiodic with period 2.
e Wefind P >0. So the Markov chain is irreducible (2Mm)

e The chain is finite and irreducible so it is non- null persistant. But not ergodic. (1M)

10

Find the mean, variance and auto correlation of Poisson process. (8M) (May/June 2014, Apr/May 2015)
BTL2

Answer: Page:3.93- Dr. A. Singaravelu

-At n
o The probability of Poisson distribution is P{X (t) = n}:%, n=0,1,2,... (IM)
© -t n
. E[X(t)]zzx%dt
x=0 -
0 -t n
. E[Xz(t)]=Zx2%:(ﬁt)2+ﬂt (2
x=0 -
e Var[X(t)]=4t M)

11

R_(t,t,)=E[X(t,) X (t,) =2t + Amin(t,,t,) (2Mm)

(i) Prove that the interval between two successive occugfences Poigson process with parameter A has
an exponential distribution.
(i))Show that Poisson process is a Markov process. (A ay)2018)BTL5
Answer: Page:3.98- Dr. A. Singaravelu
(i)

e P(T>t)=P(Ei: did not occur in (ti, i ()= A AM)

e F)=P(T<t)=1-P(T >t)=1-¢a (2M)

e The pdfof T is given by e " ential distribution. (AM)
(ii)
t;) A2 (t —t )n3—n2
e P|X(t,)=n,/X(t,))=n,; X i_2 3M
(X (t)=ns/ X (t)=n, () (3M)
o P[X(t = 'ﬁl):nl |=P[X (t,)=n,/ X (t,)=n, ]which is Markov process. (1M)

12

ing a time interval of 2 min (i) exactly 4 customers arrive and (ii) more than 4
customers a : er than 4 customers arrive. (8M) (Nov/Dec 2015) BTL5

Answer: Page: r. A. Singaravelu
-t n
o The probbility of Poisson distribution is P{X (t) = n}:%, n=0,1,2,... (1M)
e P[4 customers arrive in 2 min time interval] = P{X(2)=4} = 0.1339 (2M)
e P[More than 4 customers arrive in 2 min interval] =P{X(2)>4} = 1— P[X 2 < 4]: 0.715(3M)
e P[Fewer than 4 customers arrive in 2 min interval] = P{X(2)<4} = 0.1512. (2M)

13

A fisherman catches a fish at a Poisson rate of 2 per hour from a large lake with lots of fish. If he starts
fishing at 10.00 a.m. What is the probability that he catches one fish by 10.30 a.m and three fishes by noon?
(8M) (Apr/May 2017)BTL5

Answer: Classwork
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—M
e The probability of Poisson distribution is P{X (t) = n}= ﬂ ,0=0,1,2,... (2M)

-1 1
e P[He catches one fish by 10.30 a.m] =P[X(0.5)=1] = ¢ (1)

=0.3679 (3M)

e (4)3

e P[He catches three fishes by noon] = P[X(2) = 3] = =0.1954 (2M)

A hard disk fails in a computer system and it follows Poisson process with mean rate of 1 per week. Find
the probability that 2 weeks have elapsed since the last failure. If there are 5 extsamhard disks and the next
supply is not due in 10 weeks, find the probability that the machine will not of order in the next 10
weeks. (8M) (Nov/Dec 2017) BTL5

Answer: Page:3.102- Dr. A. Singaravelu

14 —lt (ﬂt)n
e The probability of Poisson distribution is P{X (t) = } — "
e P[No failure in 2 weeks since last failure] = P[X(2)=0] = eZ= (3M)
e P[X(10)<5]=P[X(10)=0]+[X (10) =1]+[X (10) =2]+[ +[ XJ10) = 4]+[ X (10) =5]=0.067
(3M)
If customers arrive at a counter in accordance with son process “with a mean rate of 2 per minute,

find the probability that the interval between 2 co
min and 2 min and (iii) 4 min or less. (8M) (May,
Answer: Page: 3.100- Dr. A. Singaravelu

e Using inter arrival property of Poissong

15 e P(T>1= j 2e 2dt =0.135 (2M)
1
2
o P(<T<2)=[2e"dt=0@17 (2M)
1
(3M)
two independent Poisson process with parameter 4, and A, respectively, show that
Binomial where P = 4 (8M) (Apr/May 2018) BTL5
2
X, (1) + X, (t) = n]= P[{Xl(t) = X}m{xl(t) +X,() = n}] (3M)
6 P(X,()+X,(t)=n)
e (A" e (A"
x (n=x)!
PIX, (t) =x/ X, (t)+ X,(t) =n|= 3M
[ ] [ 1() 1() 2() ] eiuﬁﬂ?)t((ﬂlﬁ-ﬂz)t)n ( )
n!
o P[X,(t)=x/X,(t)+X,(t)=n]=nC P*q"*where P = 4 and q= L(ZM)
A+ 4 A+ 4,
17 Define semi-random telegraph signal process and random telegraph signal process and prove that the

former is evolutionary and the latter is wide sense stationary(Covariance stationary process). (16M)
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(Nov/Dec 2013, Nov/Dec 2017, Apr/May 2015, Apr/May 2017) BTL5
Answer: 3.106- -Dr.A. Singaravelu
e Arandom telegraph process is a discrete random process X(t) satisfying the following conditions:
X(t) assumes only one of the two possible values 1 or -1 at any time ‘t’, randomly
X(0) = 1 or -1 with equal probability %.
The number of level transitions or flips, N(z), from one value to another occurring in any interval of length 7 is
a Poisson process with rate Aso that the probability of exactly ‘r’ transitions is

—Ar r
PIN@) =r]=8 4D 010,
& (2M)
e If N(t) represents the number of occurrences of a specified event in (0,t) a = (-1)NO, then {X(t)} is
called a semi-random telegraph signal process. M)

PL{X(t) =1}=P{N(t) is even} =e™ cosh At (M

e P{X() =-13=P{N() s odd}=e™ Sinh 2t -3y
o E[X()]=e*

(IM)
o P[X(t,)=1X(t,)=1]=P[X(t)) =1/ X (t,) =1]x P[X (,) =1] re ™ cosh t, (1M)
o P[X(t,)=-1X(t,) =—1]=e* cosh Aze " Sinh At, (1M)
o P[X(t,)=1X(t,)=-1]=e* sich Are ™™ Sj (IM)

o P[X(t,)=-1X(t,) =1]=e " sinh Are, am
o P[X(t)xX(t,)=1]=e"* cosh Az

M)
* P[X (t)xX(t,)= _1] —e ¥ ;
e R(t,t,)=E[X (tl))((tz)]%
(1

signal process Y(t), P(a =1) 2% ,Pla=-1) :% (1M)

(M)
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UNIT IVQUEUEINGMODELS

Markovian queues — Birth and death processes — Single a Itiple rver queuing
models — Little‘s formula - Queues with finite waiting room with impatient
customers : Balking andreneging

PART * A y

Q.No.

or more customers.
The probability that the queue ¢

1.

P(N >5)=p°

= (0.6)° =0.0778

Discuss the term: (1)
5 (1) RENEGING: This
3.

03, 2004, APR/MAY 2009, 2011, 2013, 2015)BTL3

The prolability that the waiting time of a customer in the system exceeds t =e® "
4 Given that A = 6per hour

=10 per hour

) . t:15min:1hr
The requires probability = 4
e 107" _0.3679

What is the basic characteristics of a queuing system? (MAY/JUNE 2006, 2013) BTL2

5 The basic characteristics of the queuing system are

1) Arrival pattern of customers
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2) Service pattern of servers
3) Queue discipline and
4) System capacity.

Write the basic characteristics of a queuing process. (NOV/DEC 2006, 2010) BTL1
The basic queuing process describes how customers arrive at and proceed through the queuing
system. This means that the basic queuing process describes the operation of a queuing system.
1) The calling population
2) The arrival process
3) The queue configuration
4) The queue discipline and
5) The service mechanism.

Define transient state and steady state queuing system. BTL1
7 STEADY STATE: If the characteristics of a queuing system are in@
TRANSIENT STATE: If the characteristics of a queuing system are

What do the letters in the symbolic representation (a/b/c): (d/e) of a queuing model
represent? (NOV/DEC 2011, 2015) BTL1
Usually a queuing model is specified and represented s in the form (a/b/c):(d/e),
where

a — the type of distribution of the number of argi
b — the type of distribution of the service ti
¢ — The number of serves

d — The capacity of the system, viz.,
e — The queue discipline.

queue size

A
Draw the state transition rat€ diagram /M/C queuing model. (MAY/JUNE 2009, 2011,
2015)BTL1
Self-service model: all tpits arg”taken into service on arrival and there is no queue
Ay =4

My =Nu :
for n=12.. /
g | State transition'diagram is

State transition diagram is

-~
u )

Define effective arrivall rate with respect at to an (M/M/1):(k/FIFO) queuing
model.(APR/MAY 2011) BTL1

10 | The  effective  arrival rate is denoted by Aor A, and  defined by
i=1—P0 or A =ull-P,)
U

11 | Define Morkovian Queuing models. BTL1
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Queuing models in which both inter-arrival time and service time which are exponentially
distributed are called Markovian queuing models.

12

Explain the term” TRAFFIC INTENSITY”. BTL2
Utilization factor or traffic intensity is the average function of time tat the serves are being
utilized while serving customers.

_ Mean arrival rate (1)
L Mean Service rate (u)

13

In (M/M/S):(c0 /FIFO), 4 = 10/hr, u = 15/hr, s=2 Calculate P,. BTL3
1 1
PO = :E

sz o)

73

Define Little’s formula. BTL1

w1
H—A
W, =WS—l
7

14
L = AW,
L, =AW,
For (M/M1) : («o/ FIFO) models, w e little’s formula. BTL1
Ws = l LS
A
W, = i L,
15 A
Y2
L, =—"——
*1-p /
L, = Ls

16

the Little’s formulas that hold good for the infinite capacity Poisson queue
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17

Write the relation among L, L,, W, &W,.BTL1

s q'’

W, =£Ls
A
1
Wq :ZLq
L= P
1-p
I-q :LS_IO

In the usual notation of an M/M/1 queuing system, if A1 =12 per hou 1 =24 per hour,

find the average number of customers in the system. (MAY/JUNE 200

18 | A=12,u=24
L - A _ 12 1
u—A 24-12
Suppose, customers arrive at a Poisson rate of one every minutes and that the
service time is exponential at a rate of one service per hat is (a) The average
number of customers in the system. (b) T verag@ftime/a customer spends in the

19

system.BTLS

o
a Ly =——=
@ L=
1, _ .
(b)) WwW,= 7 L =24 minute.

20

If A1, u are the rates of arpgwals an parture in ‘a M/M/1 queue respectively, give the
formula for the probabilji§athat there are”n customers in the queue at any time in steady

state.BTL1
(4
U

21

telephom® cafl§’at a telephone booth is according to Poisson distribution with
of 9 minutes between two consecutive arrivals. The length of a telephone
be exponentially distributed with mean 3 minutes. Determine the

Mean service rate ( ) = 1/3 per minute

p=2=033

U

22

What is the probability that there are no customers in the (M/M/S): («/ FIFO) queuing
system? (APR/MAY 2011)BTL1
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73

s3] o)

Trains arrive at the yard every 15 minutes and the service time is 33 minutes. If the line
capacity of the yard is limited to 4 trains find the probability that the yard is empty. BTL3
Given : Yard- single server

Trains- Finite capacity

Hence this problem comes under the model: (M/M/1):(K/FIFO)

Mean arrive rate = %per minute

23 _ 1 .
Mean service rate = g per minute
k=4

A _,33
p= P =( T )

The probability that the yard is empty (P,) =

Write down Little’s formulas for the ave
for an (M/M/s):(k/FIFO) queuing
Average waiting time in the syste

24w, = EW, )= EIN]

aiting time in the system and in the queue

1
W, = EMq]:TE[Nq

If people arrive to purchaS@cinepna tickets at the average rate of 6 per minute, it takes an
average of 7.5 geconds te purghase a tickets. If a person arrives 2 mins before the picture

starts and itgakes ex 1'5"min to reach the correct seat after purchasing the ticket. Can
ated for the start of the picture?BTL3

25
E[total time required to purchase the ticket and to reach the seat]=2min
Part*B
Customers arrive at one-man barber shop according to a poisson process with a mean inter
arrival time of 12 min. customers spend an average of 10 min. in the barber’s chair.
1

a) What is the expected number of customers in the barber shop and in the
queue?
b) Calculate the % of time of arrival; can walk straight into the barber’s chair
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without having to wait?

c) How much time can customer expect to spend in the barber’s shop?

d) Management will provide another chair and here another barber. When a
customer’s waiting time in the shop exceeds 1.25h. How much the average
rate of arrivals increase to warrant a second barber?

e) What is the average time customers spend in the queue?

f) What is the probability that the waiting time in the system is greater than 30
min?

g) Calculate the % of customers who have to wait prior_tg getting into the
barber’s chair?

h) What is the probability that more than 3 cu in the
system?(APR/MAY 2011, 2015)(16M)BTL5

Answer: Page : 3.6 - Dr. G. Balaji
one man barber shop- single server
customers- infinite capacity
The given problem is (M/M/1) : (oo /FIFO) model
Mean arrival rate (A )= 1/12 per minute
Mean service rate ( x) = 1/10 per minute
5
ed number of customer in the system= L =5 (2M)
expected number of customer in the queue = L, = 4.17 (2M)
(b)P[a customer walk straight into the barber’s chair without having to wait]= P,=0.1667
(c)  Expected time a customer spends in the (barber shop) system=W, =60 (2M)
(d) Given W, >1.25h = A, >%. Hence the arrival rate should increase by ﬁper min.
(2M)

(e)  Average waiting time per customer in the queue =W, =50 min. (2M)

e . ~(u=At _ a=05 _
0] P[waiting time in the system > 30 minutes]=P[W>30] = € = =0.6065
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(2M)
(9)  P[acustomer has to wait]= 1-P, = p = g = 83.33%. (2M)
(h)  P[more than 3 customer in the system]= P[N>3]= p* = 0.4823. (2M)

If people arrive to purchase cinema tickets at the average rate of 6 per minute, it takes an
average of 7.5 seconds to purchase a ticket. If a person arrives 2 min before the picture
starts and if it takes exactly 1.5 min to reach the correct seat after purchasing the ticket.

a) Can he expect to be seated for the start of the picture?

b) What is the probability that he will be seated for the start of th

c) How early must he arrive in order to be 99% of sure of being
the picture?(NOV/DEC 2010,2014)(16M)BTL5

Answer: Page : 4.30 - Dr. G. Balaji
Ticket counter — Single server

start of

People — infinite capacity
The given problem is (M/M/1) : (o /FIFO) model

Mean arrival rate (A )= 6 per minute

Mean service rate ( ¢) = i - er second = ute.
_A_s
- Q
(6M)
a) otal time required to purchase the ticket and to reach the seat]=[
W, +1.5:%min +1.5=2 min (4M)
(b) P[he will be seated for the start of the picture]= P[Total time <2 min]=0.632. (2M)

(c) Given: P[W<t]=0.99

PW >t]=1-0.99=0.01

t=2.3min

Therefore, P[Ticket purchasing time<2.3] = 0.99

P[Total time to get the ticket and to go the seat < (2.3+1.5)]=0.99
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Hence, the person must arrive atleast 3.8 minutes early, so as to be 99% sure of seeing the
start of the picture. (4M)

A duplicating machine maintained for office use is operated by an office assistant who
earns Rs. 5 per hour. The time to complete each job varies according to an exponential
distribution with mean 6 min. Assume a poisson input with an average arrival rate of 5 jobs
per hour. If an 8 hour day is used as a base, determine

a) The % idle time of the machine.
b) The average time a job is in the system and
c) The average earning per day of the assistant. (NOV/DEC 2008) BTL5

Answer: Page : 4.35- Dr. G. Balaji

Duplicating machine- single server.

Job varies- infinite capacity

The given problem is (M/M/1) : (o /FIFO) model

Mean arrival rate (A )= 5 per hour

Mean service rate ( ¢) = %per minute = 10 per hour.

_A_s_1
,0—;—10—2

1 1

P=1l-p=1-===

0 P 2" o

L=-—"F—=1 :

1-—

(6M)

(3M)

ve ime a job in the system =W, = %Lszéhour (3M)

c) rning per day] = E[number of jobs done per day] X earning per job = Rs.40/-
)

A T.V repairman finds that the time spent on his job has an exponential distribution with
mean 30 minutes. If he repairs cars in the order in which they come, which follow a poisson
arrival pattern with average rate of 10 per 8 hour day.

i.  What is the repairman’s expected idle time each day?
ii.  How many cars are ahead of an average car brought in?
ilii.  What is the average number of cars in a non- empty queue? (MAY/JUNE2012, NOV
DEC 2013)(16M)BTL5
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Answer: Page : 4.24 - Dr. G. Balaji
A T.V repairmen — single server
Sets —infinite capacity

The given problem is (M/M/1) : (o /FIFO) model

Mean arrival rate (A )= 10 per (8 hour) day

8

Mean service rate ( ¢) = Tl 16 sets per (8 hour) day. (4M)

@ lun

A _
p:—_
Y7,

I. P[repairman id idle ; (3M)

ii. Average numker o f an average set brought in L= 1L = g . (2M)
-p

iii. Average number @fjobs

2) at is the average number of letters waiting to be typed?
3) at is the average time a letter has to spend for waiting and for being typed?
4) What is the probability that a letter will take longer than 20 min. waiting to be typed

and being typed?(NOV/DEC 2004, 2010, 2011, MAY/JUNE
2007,2009,2012,2013)(16M) BTL5

Answer: Page : 4.56 - Dr. G. Balaji

Typists — Multiple Server

Letters — infinite capacity
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the given problem is(M/M/s) : (cof/ FIFO)model
mean arrival rate (4)=15per hour
mean service rate (w)=6per hour

s=3

A 55

u 6

p:i=0.83
Su

=[6.625+15.32] " = 0.046

L, =— P, +Z=59526
ss! (1-p) JZ
L=l -%=6-25=-35
Y7,
W, =1LS =0.4h
A (6M)

W, = 1 L, =0.2333
A

q

pists are busy) = P[N >3]=0.70. (3M)

ber of letters waiting to be typed L, = L, _A =6-25=35. (3Mm)
y7]

3 e average time a letter has to spend for waiting and for being typed = W, = % L, =0.4h
=24min. (2M)

) —t(s-1-)
m e
U

PW >t)=e 1+ P,
4) s!(l—/lj(s—l—}“) 2M)
1 u

PO > 20min) = P(W > %hr) —0.4616.

JIT-JEPPIAAR/CSE/Dr.S.Shenbaga Ezhil/IlYr/SEM 04/MA8402/PROBABILITY AND QUEUING THEORY /UNIT 4-5/QB+Keys/verg7




REGULATION :2017 ACADEMIC YEAR : 2019-2020

A petrol pump station has 4 pumps. The service times follow the exponential distribution
with a mean of 6 min. and cars arrive for service in a Poisson process at the rate of 30 cars
per hour.

1) What is the probability that an arrival would have to wait in line?
2) Find the average waiting time, average time spent in the system and the
average number of cars in the system.
3) For what % of time would a pump be idle on an average?(MAY/JUNE
2010,2011,2012, NOV/DEC 2018)(16M)BTL5
Answer: Page :4.52- Dr. G. Balaji
Petrol pumps — multiple server
Cars — infinite capacity
s=4

the given problem is(M/M/s) : (wo/FIFO)model

mean arrival rate (A4)=30per hour

mean service rate (u) =% per  min =10per, hour

s=4

A_30_5

u 10

p= A 30 0.75
su  4(10)

1-p=0.25

—[18+13.5]" =0.0377

W, = 1 L, =0.151h =9.06 min
A

Wq = l L, =0.0.51h =3.06 min
/1 q

1 (6M)

- PO
P[N >s]=%:> P[N > 4] = 0.509
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1) P [an arrival has to wait] =P [W>0] = P[N >4]=0.509. (2M)
2) (a) The average waiting time in the queue =W, = % L, =0.0.51h =3.06 min . (2M)
(b) The average time spend in the system = W, = % L, =0.151h =9.06 min . (2M)

i s+1
. 1 \up A
(c) The average number of cars in the system= L, =— P, +—=4.5269=4.53

sst(1-p)° ° w
cars.

3) The fraction of time when the pumps are busy =1— p = 0.25 =25%. .
Patients arrive at a clinic according to Poisson distribution at a rate of 3@
The waiting room does not accommodate more than 14 patig
patient is exponential with mean rate of 20 per hour. (1) find thé
clinic. (2) what is the probability that an arriving patient will ? (3) What is the
expected waiting time until a patient is discharged fro e clinic’AMAY/JUNE 2007, 2010,
2012, NOV/DEC 2009)(16M)BTL5

Answer: Page : 4.75- Dr. G. Balaji
Clinic — Single server
15 Patients — Finite Capacity

Hence, this problem comes un I (MIML) :AkIFIFO) (3M)

Mean arrival rate
Mean service rate our
k=14+1=15

A 30
p=C=="

)=19.98 ~ 20

k+1
_k+Dp " 1300

W, ==L, =0.651 (6M)

% L, =0.601

=
I
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(1) The effective arrival rate = 20 per hour. (2M)
(2) P(a patient will not wait) = Po = 0.001. (2M)
(3) To find Ws = 0.65 h = 39 min. (3M)

At a railway station, only one train is handled at a time. The railway yard is sufficient only
for 2 trains to wait, while the other is given signal to leave the station. Trains arrive at the
station at an average rate of 6 per hour and the railway station can handle them on an
average of 6 per hour. Assuming Poisson arrivals and exponential service distribution, find
the probabilities for the numbers of trains in the system. Also find the average waiting time
of a new train coming into the yard. If the handling rate is double will the above
results are modified?(16M)BTL5

Answer: Page : 4.80- Dr. G. Balaji

One yard — single server
Trains — finite capacity

Mean arrival rate (A1)=6per hour
Mean service rate (u)=6per hour
k=3

u 6

here A=u

numider of trains in the railway station is(L,)=1.5
time in the station of the new train coming into
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If the handling rate is doubled,

A=6

=12

k=3

poFi 81 g
u 12 2

Here A+ u

1 (8M)
P,=— £ -0533

1_pk+l
A = u(l-P,)=5.604

p (k+1)p*"
I, =0.733

W, = l L, = 7.86 min
A

S

Trains arrive at the yard every 15 minutes andrthe se is 33 minutes. If the line
capacity of the yard is limited to 5 trains, fi probability that the yard is empty and
the average number of trains in the syst ive inter arrival time and service
time are following exponential distributi 2011,2012)(10M)BTL5

Answer: Page : 4.84 - Dr. G. Balaji

One yard — single server

Trains- finite capacity

Hence this problem comes ufider t odelNIM/M/1) : (k/FIFO)model (2M)

Mean arrival rate in
rate min
9
A =u@-P,)=0.03
k+1

=P KDp Ty

1-p 1-p**
The probability of yard is empty = Pg=0.011.
Average number of trains in the system = Ls= 4.22. (8M)

10 | A two person barber shop has 5 chairs to accommodate waiting customers. Potential
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customers, who arrive when all 5 chairs are full leave without entering barber shop.
Customers arrive at the average rate of 4 per hour and spend an average of 12 min. in the
barber’s chair compute Po, P1, P7, E(Lq) and E(W). (NOV/DEC 2013)(16M)BTL5

Answer: Page : 4.92- Dr. G. Balaji
2 Person barber shop — multiple server
Chairs — finite capacity

Hence, this problem comes under the model (M/M/s): (k/FIFO) (2M)
Here, s=2
K=2+5 =7
A =4per hour
u=5per hour
A 4 0.8
i 5
p= L 0.4
LS
s-1
o find B~ lzi(&j
o N
P =l 4 Py,n<s
"ol u
s—-1
A= y[s—Z(s—n)Pn}
n=0
here s=2
A'=5[2- (2P, + P)]
P, =0.343
A'=3.994

_ k=s _ k—s+1 1
p ) _(k=s)p }+£=o.9452
1-p u

(14M)

11

Explain Morkovian Birth Death process and obtain the expressions for steady state
probabilities.(APR/MAY 2015) (16M)BTL5
Answer: Page : 4.8 - Dr. G. Balaji
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Let N(t) denotes the total number of individuals at approach ‘t’ starting from t=0. Consider the
interval O to t+h. Suppose this is split into 2 periods 0 to t and t+h. 3)
Ajj . (n-i+)) individuals by approach t, i — birth and j — death between t &t+h, i,j=0,1. 2

P, (t) = PIN(t) = n] (2)
P (t+h) =P OML- (4, + 1,)h]+ P (O[4,.h]+ P OLe, . (M +O(h) ()
as h—0 we have

Py’ (1) = =Py (1) + 4Py (1) 2)
If at approach t=0 there were i individuals, then the initial condition is
Pn(0) =0, for n#1, (2
P1(0)=1 (2)

Its known as equation of birth and death process.

12

Customers arriving at a watch repair shop according to Poisson Rr a rate of one per
every 10 minutes and the service time is an exponential random vdariable’with mean 8
minutes.
(i)  Find the average number of customers Ls in the
(i) Find the average time a customer sp
(ili))  Find the average number of customer
(iv)  What is the Probability that the i
2005,2010)(16M)BTL5
Answer: Page : 4.21 - Dr. G. Balaji
The watch repair shop — single sery,

Customer — infinite capacity

The given problem is ( [FIF@) ‘model

. 1 .
Mean arrival rate (1)= 7o CUSIgmers per min.

Mean service U)=ep in. (2M)
A _

p = —=
y7j

1-p
16
Lq:Ls—p:E:&Z (6M)
1
W, —ILS=40
1
W, = qu= 32
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(L= P _ 4customers (2M)
1-p

(i)W, = %L; 40 min. (2M)

iy L =L —p=20_32

(iii) L, = S—p—g—?). customers. (2M)

(v) P [serveris idle] = 2. (2M)

13

hour. The average number of customers that can be proceed by the
Calculate

1) The probability that the cashier is idle.

2) The average number of customers in the Queuing sy

3) The average time a customer spends in the system,

4) The average number of customers in the queue.

2014)(16M)BTL5
Answer: Page : 4.19 - Dr. G. Balaji
Single cashier — single server

Customers — infinite capacity.

The given problem is (M/M/1) : (oo/

Mean arrival rate (1 )= 20 per
Mean service rate ( ) =24 gér ho

A_20
u 24

i1y,
A 4
1
W, =—L,=0.2083h
ﬂ, q
- o 20 4
1) The probability that the cashier isidle: P, =1-p=1-—=— .
24 24
2) The average number of customers in the system = L .= 1L =5.
-pP
. : 1 1
3) The average time a customer spends in the system = W, = ZLS: 2 h

A supermarket has a single cashier. During peak hours, customers arriyg

O

5 24 per hour.

5) The average time a customer spends in the e waiting for service.(APR/MAY

0 (3M)

p=t=2 (3M)

(4M)

(2M)

(2M)
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4) The average number of customers waiting in the queue = L, =L;—p= % =4.1667

5) The average time a customer spends in the queue = W, = %Lq: 0.2083h

14

A supermarket has 2 girls attending to sales at the counters. If the service time for each
customer is exponential with mean 4 min and if people arrive in Poisson fashion at the rate
of 10 per hour,

(1) What is the probability that a customer has to wait for service?

(2) What is the expected % of idle time for each girl?

(3) If the customer has to wait in the queue, what is the expected his waiting

time? (APR/MAY 2011,2015)BTL5
Answer: Page : 4.58- G. Balaji
Girls — multiple server
People — infinite capacity
the given problem is(M/M/s) : (of/ FIFO)mod el

mean arrival rate (A4)=10per hour = % per mi
. 1 .
mean service rate (w)= 2 per  min

P[N > §TZ = P[N >2]=0.168
sll— p)
i

(2) The fraction of time when the girls are busy = " %
)]

(3) EW, /W, > 0) =% — 3min .

15

Derive the governing equations for the (M/M/1) : (GD/N/eo) queuing model and hence
obtain the expression for the steady state probability and the average number of customers
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in the system.

(or)

Derive the steady- state probability of the number of customers in M/M/1queueing system
from the birth and death processes and hence deduce that the average measures such as
expected system size, expected queue size, expected waiting time in system and expected
waiting time in queue. (NOV/DEC 2011,2013, NOV/DEC 2018) (16M) BTLS
Answer: Page : 4.15 - Dr. G. Balaji

Let ‘N’ denotes the number of customers in the queuing system and the number of customer in
the queue is (N-1)

A —Mean arrival rate

u- Mean service rate

p- Traffic intensity = 4
M

R=1-p;
P=p"(l-p),p<Ln=012..

(1) Average number of customers in the system: L .=

(2) Average number of customer in the queue;

(3) The Average waiting time of a custo

(4) The average waiting time of a

L L
5) Average number of cus lemptyqueues = -3
©) : P b P(n>1) p?
(6) The probability d tion @f the waiting time in the system:

f(W) = y(“— — e iy
Y7,

Which is the#p.d.f of

nential distribution with parameter (u — A)t.

o
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UNIT V - ADVANCED QUEUEINGMODELS

Finite source models - M/G/1 queue — Pollaczek Khinchin formula - M/D/1 and
M/Ek/1 as special cases — Series queues — Open Jackson networks.

Q.No

Part * A

Write down Pollaczek- Khintchine formula and explain the notation.(NOV/DEC 2011,2013)BTL1

If T is the random service time, the average number of customers in the syste

Lk e AE DV
21— 2E(T)]

Where E(T) is mean of T and V/(T) is variance of T.

M/G/1 queuing system is Markovian. Comment on this

M/G/1 queuing system is a non-Markovian queue
distribution. In the M/G/1queuing system under st

infinite capacity, Poisson arrivals and general ervi
and it is not necessary to be memoryless (i.e

Write down the Pollaczek — Khintchi

The Pollaczek- Khintchine Transform

V(s L=PU-8)B* (A7
B*(1-4s)-5s

In M/G/1 model write down formula for the average number of customers in the system.BTL1

The average nugaber*of m?m n the system is

W:ﬂ’20_2+ 2

S

) K

Write clasSification of Queuing Networks.(MAY/JUNE 2010)BTL1

1) OpeniNetworks.
2) Closed Networks.
3) Mixed Networks.

State Arrival theorem. ( MAY/JUNE 2010)BTL1

In the closed network system with m customers, the system as seen by arrivals to server j is distributed
as the stationary distribution in the same network system when there are only m-1 customers.

Distinguish between open and closed network.(APR/MAY 2010,2011,2014,NOV/DEC 2015)BTL2
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Open Network:

Arrivals from outside to the node i is allowed. Once a customer gets the service completed at node i, he
joins the queue at node j with probability Pj; or leaves the system with Probability Pio.

Closed Network:

New customers never enter in to the system. Existing customers never depart from the system (i.e)., Pio
=0and ri=0 for all i (OR)No customer may leave the system.

Explain ( Series queue) tandem queue model.(NOV/DEC 2010,2011)BTL2

A series queue model or a tandem queue or a tandem queue model 4

characteristics.

1) Customers may arrive from outside the system at any node and may
node.

2) Customers may enter the system at some node, traverse fro

leave the system from some node, necessarily following the sa

3) Customers may return to the nodes already visited, skip some nddes and even choose to remain

in the system forever.

Define an open Jackson network. (APR/ MAY 2015, NO
Suppose a queuing network consists of k nodes i
following characteristics.
1) Customers arriving at node k from g
average arrival rate rj and join the queug

2) Service times at the channels a i
parameter x .

3) Once a customer gets t i ompleted /at*node i, he joins the queue at node j with
probability Pi; when i .

leaves the system fr ing the service at i.

4) The utilization of i

10

What is meant by queue ne

A network of es i?c ction of service centers, which represent system resources, and
i users or transaction.

11

etwork.(MAY/JUNE 2013) BTL1

12

Define O gueuing network.(APR/MAY 2015) BTL1

An open queuing network is characterized by one or more sources of job arrivals and corresponding
one or more sinks that absorb jobs departing from the network. If the network has multiple job classes
then it must be open for each class of jobs.

13

What do you mean by bottleneck of a network? (NOV/DEC 2010)BTL2

As the arrival rate 4 in a 2-state tandem queue model increases, the node with the larger value of

o = iWiII introduce instability. Hence the node with the larger value p;, is called the bottleneck of the
Hi
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system.

14

Consider a service facility with two sequential stations with respective service rate of 3/min and
4/min. The arrival rate is 2/min. What is the average service time of the system, if the system
could be approximated by a two stage Tandem queue? (NOV/DEC 2010)BTL3

A=2

=3

Given u, =4
1

: . 1
The average service time of the system= + =
m=A =4

§/min.
2

15

What do you mean by series queue with blocking?(APR/MAY 2011)BTL2

This is a sequential queue model consisting of two service points Sg ch of which there is

only one server and where no queue is allowed to form at either point.

16

Define a two Stage tandem queues. (APR/MAY 2011)BT

Consider a two- server system in which customer
served by server 1 then they join the queue in

ive at a\Poisson rate A at server 1. After being

17

#p(00) = 11, p(0)

(2-+ 1) p(m,0) = Ap(m ~1,0)
(A+1,) p(0,n) = Ap(L,n — It 11,
(A+ py + p1,) p(m, n) = Ap(m

> p(mn)=1

18

Write dow (flowﬁance) traffic equation for an open Jackson network.(MAY/JUNE
2016)BT

[
Jac s flowgbalance equation for this open model are 4; =T, +Zﬂ,i P, 1=12,..k
i=1

19

Given an 0 examples for series queuing situation. (APR/MAY 2015)BTL2

1) A master health check-up programme in a hospital where a patient has to undergo a series of
test.

2) An admission process in a school where the student has to visit a series of officials.

3) Manufacturing or assembly line process.

4) Registration process in university.

5) Clinic physical examination procedure.

20

Define a Tandem Queue. BTL1

A series queue in which the series facilities are arranged in sequence and the flow is always in a single
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direction.

21

When a M/G/1 queuing model will become a classic M/M/1 queuing model?(MAY/JUNE
2012)BTL2

In the M/G/1 model, G stands for the general service time distribution. If G is replaced by exponential
service time distribution then the M/G/1 model become the classic M/M/1 model.

22

Consider a tandem queue with 2 independent Markovian servers. The situation at server 1 is just
as in an M/M/1model. What will be the type of queue in server 2? Why?BTL?2
The type of queue in server 2 is also a M/M/1 model. Since output of M/M/1 is another M/M/1 queue.

23

Define series queues.(NOV/DEC 2013)BTL1
A series queue is one in which customers may arrive from outside the sy: any node and may
leave the system from any node.

24

What does the letter in the symbolic representation M/G/1 of a queui presentation
M/G/1 of a queuing model represent?(APR/MAY 2015)BTL1

M- Inter arrival time is exponential distribution.
G- Service time is general distribution

1-Number of server.

25

How queuing theory could be used to study computefinetwosk: (APR/MAY 2010)BTL2

1) Jackson’s open network concept ca ded when the nodes are multi server nodes. In this
case the network behaves as if eaclgn an independent M/M/S model.

2) Consider a system of k server arbive
in accordance with independent 80N processes.then they join the queue at i until their turn at
service comes. Once a ¢ i ed by server I, then he joins the queue in front of server |

customer departs the r being served by server i. if we let 4; denote the total arrival
rate of gustomers to

Part* B
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Derive Pollaczek — Khintchine formula.
(OR)

Derive Pollaczek — Khintchine formula for M/G/1 queue. Hence deduce the result for the result
for the queues M/D/1 and MJ/Ek/1 as special cases. (APR/MAY 2010,2011, NOV/DEC
2010,2011,2012, 2013,2014,2015, NOV/DEC 2018) (16M) BTL5

Answer: Page : 5.2 - Dr. G. Balaji
Letn'=n—-1+6+k

n —»Number of customers in the system at time't’.
n' —number of customers in the system 't + T'

T — random service time

k —Number of arrivals during the service time.

62 = § [for valuesof § =0 and § =
nd=0 [~
E[n”] — E[n?] +2 = —E[8] + 1 — E[k] + E[k?] — E[k] + 2E[S]E[k]

E[k?]-E[k]

Elk] = E[AT] = AE[T]

E[n] = AE[T] + A2V (T) + 2*[E(T)]?

2[1— AE(T)]
_ p*
Ls=Pt3a =0

M — arrival time follows Poisson distribution
E, — service time follows Erlang distribution with k phases

1- Siingle server model

1 ) )
Here,yza , O :—2,p:;
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Hence, from P-K formula, we get

2
L, = i+(k +1j r (10M)
B2k ) p(u—-A)

In a heavy machine shop, the overhead crane is 75% utilized. T
average slinging time as 10.5 min with a standard deviation of 8.8

observation gave the

(1) What is the average calling rate for the service of
(2) What is the average delay in getting servic

(3) If the average service time is cut to 8.0 mMjwith @ standard deviation of 6.0 min, how

much reduction will occur, on aver, i elay of getting served? (16M)
BTL3
Answer: Page : 5.6 - Dr. G. Balaji
This is a (M/G/1) : (co/FIFO) Pro
Utilization rate = 75%=%
13
Mean service time = min
3
A= Z,Ll
2= 0.0714 pe Y 4
L, =L, - £ _19146
U
W, =% L, =37.32 (10M)
1
W, = 7 L, =26.815

(1) The average calling rate for the services of the crane = A= 0.0714 per min. (2M)
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. . . 1
(2) The average delay in getting service = W, = 7 L, =26.815. (2M)

(3) The reduction will occur on average, in the delay of getting served = 26.815 - 8.325 = 18.5 min.
(2M)

In a big factory, there are a large number of operating machines and two sequential repair shops,
which do the service of the damaged machines exponentially with respective rates of 1/hour and
2/hour. If the cumulative failure rate of all the machines in the factory is 0.5/hour, find (i) the
probability that both repair shops are idle, (ii) the average number of machines in the service
section of the factory and (iii) the average repair time of a machine. (NOV/DEC 2010) (10m)

BTL3
Answer: Page : 5.49 - Dr. G. Balaji

A =0.5/hour :% per hour

u, =1per hour
=2 per hour

P(both the service stations are |dIe)
0 0
H H
The average number of machlnes in
A A 4

+ -
H—A pp—A 3

The average repair time=
(5M)

epair facility shared by a large number of machines has

A TVS company in Ma
2 sequential stations with
rate of all the machines is 1

(1) The average repair time including the waiting time,
(2) The probability that both the service stations are idle and
(3) The bottleneck of the repair facility. (APR/MAY 2015) (10M) BTL3

Answer: Page : 5.15 - Dr. G. Balaji

JIT-JEPPIAAR/CSE/Dr.S.Shenbaga Ezhil/IlYr/SEM 04/MA8402/PROBABILITY AND QUEUING THEORY /UNIT 4-5/QB+Keys/verg3



REGULATION :2017 ACADEMIC YEAR : 2019-2020

A=1
My =2
My =3
(OThe average number of machines in service (5M)
A A 3
= + = —
m—A gy =A 2
(2)The average repair time= ! + ! = 8
M—A =243

(3)P(0,0) = (ij [1_ i)(iJ (1_ ij 3
H My )\ H My 8

An average of 120 students arrive each hour (inter arrival times a
office to get their hall tickets. To complete the process, a candidédte must pass through three
counters. Each counter consists of a single server; servigggtimes at 8aeh counter are exponential
with the following mean times: counter 1, 20 seconds; ¢ seconds and counter 3, 12
seconds. On the average how many stude i nt in the controller’s office.

(MAY/JUNE 2012, APR/MAY 2014)(8M)
Answer: Page : 5.61- Dr. G. Balaji
A=120/hr
1
=—/sec=180/hr
H 20
= 1/sec =240/hr
Hy 15
1 /
12

al) at the controller

(4M)

Average number of students= L,+ L, + |-53:1—31

(4M)
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Consider a system of two servers where customers from outside the system arrive at server 1 at a
Poisson rate 4 and at server 2 at a Poisson rate 5. The service rates 1 and 2 are respectively 8 and
10. A customer upon completion of service at server 1 is equally likely to go to server 2 or to leave
the system (i.e., P11 = 0, P12 =%); whereas a departure from server 2 will go 25 percent of the time
to server 1 and will depart the system otherwise (i.e., P21 = 1/4, P2; = 0). Determine the limiting
probabilities, Ls and Ws. [MAY/JUNE 2013] (8M) BTL3

Answer: Page : 5.65 - Dr. G. Balaji

rn=4r,=5

Hy =8 1, =10

The Jackson's flow balance equations are

2
A =T, +le/1iPij,J:1,2

For j=1 we get

A =4+ﬁ
4

For j=2 we get E ’
/12 = +/11P12 +2~2P22
= A =6;4, =8.

1,7
W, ==L =~ [+A=4+5
=obi=g [A=4s (8M)

Consider two servers. A of 8 clistomers per hour arrive from outside at server 1 and an
average of 17 customers rrive from outside at server 2. Inter arrival times are
exponential. Server 1 can se exponential rate of 20 customers per hour and server 2 can
tial r. customers per hour. After completing service at server 1, half of

gstem, and half go to server 2. After completing service at server 2, % of
te service, and Y return to server 1. (i) What fraction of the time is server 1

Answer: Page : 5.70 - Dr. G. Balaji
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rn==8r,=17;
Hy =20, 1, =30
The Jackson's flow balance equations are
2
Ay =1+ AP, j=12
i=1
For j=1 we get
A
=8+-2%
& 4

For j=2 we get
/12 = +21Plz +/12P22
= A, =144, =24,

(i)Pozl—pzl—[iij.B

yri

(iL, = 4 + & :Z+4:E.
M= My —A, 3 3

1 19

L1 19 (8M)
(i, =L, =—=. [+A=8+17=25]

(iv)S,u, =20< 4,,50 no steady state

In a network of 3 service stations 1,
Poisson process having rates 5,
exponential with respective rat 00.-Arcustomer competing service at station 1 is equally

hat is the average number of customers in the system
hat is the average time a customer spends in the system? [
(8M) BTL3

consisting of all the tree sta
NOV/DEC 2010, 2011]

(4M)

For j=2 we get

/12 =r,+ 11P12 + /12 P22 + /13 P32
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For j=3 we get
}“3 =+ /11P13 + /12 P23 + }“3 P33

=1, =51,=40,4, = (%) (4M)

R S

L, = =—=06.3077.
M= Ay oy =Ay gy —Ay 13

W, = 1 L, = A 0.2103.
A 195

customer arrive at
how long on the
ust wait for

A one man barber shop takes exactly 25 minutes to complete one hair,
the barber shop in a Poisson fashion at an average rate of one every
average a customer spends in the shop? Also find the average time a
service.(NOV/DEC 2013) (8M) BTL3

Answer: Page : 4.15 - Dr. G. Balaji

1 .
A = —per min
40

uzipermin
_/'1_5
p_u_8
2 55
Ly=p+ f—== )

9 2(1-p) 48
ot A
u 48
1
W, ==L, =45.833
A
1
W, =—L, =20.833
A
Hence, a customes,has to spend¥45.8 minutes in the shop and has to wait for 20.8 minutes on the
average. (4M)
facility operates with only one bay. Cars arrive according to a Poisson
ean of 4 cars/hr. and may wait in the facility’s parking lot if the bay is busy.
41T the service time.
s uniforms distribution between 8 and 12 minutes.
(2) Follows normal distribution with mean 12 minutes and S.D 3 minutes
10 (3) Follows a discrete distribution with values 4,8 and 15 minutes with corresponding

probability 0.2, 0.6 and 0.2. (16M) BTL3
Answer: Page : 5.16 - Dr. G. Balaji
This is an M/G/1 queue model.

(a) Mean =41 = %per minute.
E(T)=mean of the uniform distribution :é (a +b)=10
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Var(T) = % (b — a)zzg.

By the Pollazek- Knichine formula,

LS:%= 1.342 cars.
L, =0.675 carlsz 1 car. (by Little’s formula) (5M)

(b) Mean =1 = e
E(T)=12min

Var(T) = 9.
1 1

P=Em 12
By the Pollazek- Knichine formula,
L,= 2.5 cars.
L, =1.7 cars= 2 cars.(by Little’s formula) (5
©
T: 4 8 1
P(T): 0.2 0.6
E(T) =Y TP(T) = 8.6min
var(T) = E(T?)-[E(T)]? =12.64
By the Pollazek- Knichine formula,
L,=1.021=1 car.

11

L, =0.45cars (by Little’s forp ; (6M)

Jackson network with three % es have the parameters given below
P,=0,P,=06,P;=0.3, l
P,, =0.1P,, =0,P,, =0.3,

P, =04,P, =04,P, =

py =10, 1, =10, 44 10,)\

/

(OR)
For an open queuing network with three nodes 1, 2, and 3, let customers arrive from outside the
system to node j according to a Poisson input process with parameters r;and let P;; denote the

proportion of customers departing from facility i to facilityj. Given (r{,73,173) = (1, 4, 3) and

0 0.6 0.3
P;j = (0.1 0 0.3). Determine the average arrival rate 4; to the node j for j=1,2,3.

0.4 04 0
(16M) BTL3

Answer: Page : 5.84 - Dr. G. Balaji
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P,=0,R, =0.6PF, =03,

P, =0.1P, =0,P,; =0.3,

P, =04,P, =04,P, =0,

my =10, 4, =10, 1y =10,

¢, =1c,=2c; =1

rn=1r,=4,r,=3

r,=5r,=10;r, =15

uy, =10; u, =50; 1y, =100;

The Jackson's flow balance equations are

3
A;=r, +_Zl‘/1ipij, =123
For j=1 we get

A, =1+(0.D)4, +(0.4)4,
For j=2 we get

A, =4+(0.6)4, +(0.4)4, ;E ’
For j=3 we get

A, =3+(0.3)4, +(0.3)4,

=1, =51,=10,4, =7.5,

Facility 1 is an (M/M/1)

pnlz(ﬁJ (1_ﬁJ=(lj 1
My My 2
L, = 4 =1
R
Facility 2 is an (
1

(10M)

/2) model

If n2<2

If n222
71-1

JIT-JEPPIAAR/CSE/Dr.S.Shenbaga Ezhil/IlYr/SEM 04/MA8402/PROBABILITY AND QUEUING THEORY /UNIT 4-5/QB+Keys/vergqg




REGULATION :2017 ACADEMIC YEAR : 2019-2020

Facilty 3 is an (M/M/1) model
(i) 6
P\ U My 10 10

L, = 44 =3
My —Aq
L, =L, +L, +L, :E

(6M)

The balanced equation are
(0,0) APy = Py
(1,0) uy Pyo = A Ha2 Py

w2
A 3

For a 2-stage (service point) seguent euemodel with blockage, compute Ly and Wy, if 4 =

Answer: Class Work Note

Z)Pll - APOl
1P11 (4M)
12
4Py, = Pyy
3Py = Py
P00+P10+P01+P11+Pb1:1 (4M)
From above equations we have
4
P10 - §POO
12
Poo =37
6
Po1 =37
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13.

b - 2
11 — 37
p 1
b1 — 37
b 16
s 10 — 3
TherefOI’e, L= P01 + P10 + 2(P11 + Pbl): 9_7 (6M)
L 65
W= A(Poo+Po1) (E)' (6M)
Explain Queuing network. (8M) BTL2

Answer: Class Work Note
In a closed queuing network, jobs neither enter nor depart from the netwo
job classes then it must be closed for each class of jobs.  (3M)
An open queuing network is characterized by one or more sources\Gifigj [ nd corresponding
one or more sinks that absorb jobs departing from the network. If the e as multiple job classes
then it must be open for each class of jobs..
Suppose a queuing network consists of k nodes is called
following characteristics.

1) Customers arriving at node k from outside

has multiple

parameter z .
3) Once a customer gets the servige ed at node i, he joins the queue at node j with

probability Pij when i=1, 2, .. @
e

(5M)

N\
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